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Abstract—While root-mean squared error (RMSE) is a good indicator of error in a received image, it does not always take into account the structure of the image and the way images are perceived by the human eye. Using the newly-proposed structural similarity image measure (SSIM), wavelets previously studied by the authors were analysed again. Results showed a close relationship between RMSE and SSIM, and using a combination of both techniques the Daubechies wavelet family gave slightly better quality images than Biorthogonal family. The auto-correlation of the received images was also used to quantify structural loss.

II. SYSTEM DESCRIPTION

The system used in this study is shown in Fig (1). This system was designed using MATLAB simulation software. The original image transmitted was the 256 x 256 pixel ‘woman’ image in MATLAB.

A. Transmitter (Tx)

The grayscale ‘woman’ image was input into the system. Using two different types of wavelet families, namely the Daubechies family and the Biorthogonal family, a Discrete Wavelet Transform (DWT) was performed and coefficients extracted. Performing this type of decomposition resulted, visually, in the effect shown in Fig (2) where the image is decomposed into a detail component and two horizontal, vertical and diagonal components with each transform level decreasing the image resolution [4]. The coefficients needed for the experiments performed were the low-pass subbands comprising of the detail and two vertical components of the image as shown in Fig (2). The remaining high-pass coefficients were deleted, this allowed compression to occur.

I. INTRODUCTION

Wireless data transmission is becoming an everyday phenomena with the widespread use of multimedia enabled mobile phones and wireless Internet. The type of data being transmitted via these devices is also increasing and changing and people are expecting better quality and more reliable transmission of larger and larger quantities of information. To be able to transmit these amounts of data, transmission techniques have had to evolve and compression algorithms are needed to decrease the size of the information being transmitted.

A problem with many types of compression algorithms is loss of data, this will result in smaller data sizes but can also result in degradation of the information being received. This can be particularly bad when the information being transmitted is images. Apart from the error produced from compression is the introduction of error produced from the wireless channel during the transmission of the data. Previous work has focussed on analysing this information loss with respect to mean squared error (MSE) and root mean squared error (RMSE) [1] but recent work in [2] and [3] shows that just using this type of error analysis can give a poor indication of the quality of an image as perceived by the human eye and other methods need to be used to support the MSE and RMSE values.

In this paper two types of error detection algorithms will be analysed, the Mean Structural Similarity (MSSIM) algorithm [2] and two-dimensional auto-correlation, both of which can give a reasonable indication of perceived differences between images. This study will apply these algorithms to images that have been compressed using wavelet compression and transmitted via an FFT-OFDM wireless transmission system. The values calculated using these algorithms will then be compared to the RMSE error calculations previously used to determine the transmission error.
experiments have shown that a set of images can have identical MSE values but appear to the human eye to vary substantially in quality [2].

Structural similarity image measure (SSIM) is a measurement system designed to compare images and determine their quality as it would be perceived by the human eye and is based on a comparison of three measures: luminance, contrast and structure in two images.

The luminance measure is defined in [2] as:

\[
l(x, y) = (2\mu_x\mu_y + C_1)/\left(\mu_x^2 + \mu_y^2 + C_1\right)
\]  

(2)

where \(\mu_x\) and \(\mu_y\) are the mean values of the images \(x\) and \(y\) respectively and \(C_1\) is defined as:

\[
C_1 = (K_1 L)^2
\]  

(3)

where \(L\) is the dynamic range of pixel values and \(K_1 \ll 1\).

Similarly the contrast measure is defined as:

\[
c(x, y) = (2\sigma_x\sigma_y + C_2)/\left(\sigma_x^2 + \sigma_y^2 + C_2\right)
\]  

(4)

where \(\sigma_x\) and \(\sigma_y\) are the standard deviations of the images \(x\) and \(y\) respectively and \(C_2\) is defined as:

\[
C_2 = (K_2 L)^2 \quad \text{where} \quad K_2 \ll 1.
\]  

(5)

The structure measure is also defined as:

\[
s(x, y) = (\sigma_{xy} + C_3)/(\sigma_x\sigma_y + C_3)
\]  

(6)

where \(C_3 = C_2/2\) and \(\sigma_{xy}\) is defined as

\[
\sigma_{xy} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y)
\]  

(7)

Finally from [2] the SSIM is defined as:

\[
SSIM(x, y) = [l(x, y)]^\alpha[c(x, y)]^\beta[s(x, y)]^\gamma
\]  

(8)

where we considered \(\alpha = \beta = \gamma = 1\).

IV. 2D AUTO-CORRELATION FOR IMAGE COMPARISON

Cross-correlation is a method used to compare the similarity between two signals. It is a very similar process to convolution except there is no reversal of the functions. The cross-correlation at time-lag instant \(p\) is:

\[
R_{xy}[p] = \sum_{m=-\infty}^{\infty} x(m)y(p + m)
\]  

(9)

Auto-correlation can be used to detect non-random components in a noisy signal. Random noise that has been auto-correlated results in a delta (\(\delta\)) spike at zero lag and virtually zero elsewhere while a deterministic signal that is corrupted with noise should have an auto-correlation function with a peak centred around zero lag and with a symmetrical, finite, non-zero value over a range of time-lag around zero.
V. EXPERIMENTAL RESULTS

MATLAB was utilized to conduct the transmission simulations. Each simulation consisted of 100 realisations so as to average out the error for each wavelet family and signal to noise ratio simulated.

The channel used in these experiments was a multipath channel and the channel impulse response was assumed to be constant for the entire OFDM frame. The SNR was defined as the ratio of average QAM-symbol energy over noise-energy per QAM-symbol and the power due to the cyclic prefix was ignored since it has no overall effect.

A. RMSE Error

From previous work [1] RMSE was calculated and analysed for transmission error over four wavelet families: the Daubechies, Biorthogonal, Symmlets and Coiflets families. From this study it was concluded that the superior families for image compression and transmission were the Daubechies and Biorthogonal families. Therefore for this study those two wavelet families were used as they were not only shown to perform the best as far as RMSE was concerned but also gave better compression ratios which is desirable when transmitting large amounts of data.

Figs (3) and (4) show the RMSE results for image transmission via FFT-OFDM at signal to noise ratios ranging from 5 dB to 30 dB.

From these RMSE values it could be seen that both wavelet families had similar performance over all signal to noise ratios with the obvious exception of the Biorthogonal wavelet of order 3.1 which clearly gave a much poorer result for all SNRs.

B. Structural Similarity

Figs (5) and (6) show the results of the structural similarity simulations from this system. The figures show the percentage similarity between the transmitted and received images. The results for SSIM clearly correlate with the RMSE results with obvious peaks and troughs in RMSE results reflected with peaks and troughs in the SSIM data, particularly noticeable is the severe reduction in structural similarity for the received data for the wavelet Biorthogonal order 3.1.

The SSIM results show that for a high SNR of 20 - 30dB that, in general, the Daubechies family of wavelets gives better and more consistent structural similarity when comparing images, even so the improvement is only very slight. This result was harder to conclude just from seeing the RMSE values alone.

This same result did not apply to the lower SNR values of 5 - 15dB which seemed to produce approximately equal amounts of error for both families of wavelets. From this result it shows there is probably little relationship between transmitted and received images at this SNR due to high corruption from noise.
This conclusion will be further pursued in Section V-C where auto-correlation of these transmitted and received images will be analysed.

C. Auto-correlation of transmitted and received images

Fig (7) shows the auto-correlation of the transmitted image before transmission, it shows the large peak at zero as expected and a symmetrical shape centred around zero indicating the similarity of the images.

Fig (8) was a typical auto-correlation from the received images at SNR=5dB. The tall δ spike at zero shows there is substantial noise corrupting the data. There is relatively small magnitude symmetry around zero showing minimal deterministic information encapsulated in the data. This result confirms the results in section V-B where the two wavelet families at SNR=5dB showed great loss of structural similarity.

The normalised correlation error for the system shown in Table I shows the Daubechies wavelet family generally had a smaller error than the Biorthogonal family. Again it is clear that the Biorthogonal 3.1 showed considerable correlation error in relation to the other wavelets.

VI. CONCLUSION

The relationship between RMSE and structural similarity is strong. Both methods displayed clearly the wavelets that performed best and worst, with obvious reduction in image quality stemming from using the Biorthogonal 3.1. Using the SSIM gave a better indication of the wavelet family that produced better quality images at the receiver with high SNRs, showing that the Daubechies wavelets gave a more consistent structural similarity than the Biorthogonal wavelets. Analysis of received images using auto-correlation clearly showed the reduction in performance of both wavelet families at low SNR with very little correlation produced at this SNR.
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