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Summary

The aeroacoustics of a simplified alternator are analysed within the framework of this thesis, with the objective being the development of a tool capable of numerically predicting aeroacoustic noise. Focus has been placed on tonal noise and only dipole, rotating noise sources have been modelled. Input for these dipole sources are calculated using instationary CFD computations using the SST turbulence model. The acoustic tool developed is based on Lowson’s equation, derived from the Ffowcs-Williams and Hawkings equation. Modifications to the formulation are included in order to model the reflective plane present during measurements and to ensure that sound propagates solely away from source surfaces (a half-dipole propagation). Numerical results are compared with experimental measurements, and show discrepancies in total sound power level. This is due to the inability of the methods used to model broadband noise sources that produce energy between the main orders (harmonics) of the alternator. Determining the total energetic content of the sound orders numerically calculated and comparing this to the energetic content of the measured orders yielded positive results; sound power level results were within 2 dB(A) of measurement. Dominant frequencies/orders were calculated generally within an accuracy of 6 dB(A); issues with the periodic boundary conditions and the rotor/stator interface produced spurious fluctuations that, for one tested case, produced strong 8th order noise. The developed tool was used successfully in a real alternator model, and once again showed very promising results. Fan orders were calculated within very good accuracy, while clawpole orders showed too much energy at higher orders due to the simplified CFD modelling of the casing holes. Total sound power level was computed too low due, once again, to the lack of broadband noise computation. Total energy from the computed orders was however calculated well within the range of the measured samples. The modelling of the casing using the BEM LMS Sysnoise was not possible due to the inability within the software to specify both pressure gradient and pressure boundary conditions, however models simulated using the FEM tool COMSOL Multiphysics showed that the influence of the casing on most orders, with the exception of the 40th and those above the 60th, was low, in addition to a low effect on the total sound energy.
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The aeroacoustics of a simplified alternator are analysed within the framework of this thesis, with the objective being the development of a tool capable of numerically predicting aeroacoustic noise. Focus has been placed on tonal noise and only dipole, rotating noise sources have been modelled. Input for these dipole sources are calculated using instationary CFD computations using the SST turbulence model. The acoustic tool developed is based on Lowson’s equation, derived from the Ffowcs-Williams and Hawkings equation. Modifications to the formulation are included in order to model the reflective plane present during measurements and to ensure that sound propagates solely away from source surfaces (a half-dipole propagation). Numerical results are compared with experimental measurements, and show discrepancies in total sound power level. This is due to the inability of the methods used to model broadband noise sources that produce energy between the main orders (harmonics) of the alternator. Determining the total energetic content of the sound orders numerically calculated and comparing this to the energetic content of the measured orders yielded positive results; sound power level results were within 2 dB(A) of measurement. Dominant frequencies/orders were calculated generally within an accuracy of 6 dB(A); issues with the periodic boundary conditions and the rotor/stator interface produced spurious fluctuations that, for one tested case, produced strong 8th order noise. The developed tool was used successfully in a real alternator model, and once again showed very promising results. Fan orders were calculated within very good accuracy, while clawpole orders showed too much energy at higher orders due to the simplified CFD modelling of the casing holes. Total sound power level was computed too low due, once again, to the lack of broadband noise computation. Total energy from the computed orders was however calculated well within the range of the measured samples. The modelling of the casing using the BEM LMS Sysnoise was not possible due to the inability within the software to specify both pressure gradient and pressure boundary conditions, however models simulated using the FEM tool COMSOL Multiphysics showed that the influence of the casing on most orders, with the exception of the 40th and those above the 60th, was low, in addition to a low effect on the total sound energy.
Chapter 1

Introduction

The following sections introduce the work carried out in the scope of this research. The motivation of the work will initially be laid out, indicating the importance of the work from both a research, as well as practical, perspective. An introduction of the principles of alternator operation will be followed by an overview of the main noise generating mechanisms that exist. Finally, the structure of the work will be outlined.

1.1 Motivation

Sound, its generation, its propagation, and its perception has become such an important factor in the design of products, products where sound is, at first, not the primary function, and secondly, generally an undesirable byproduct of the intended product function, that it has spawned its own field; the NVH (Noise, Vibration and Harshness) field.

Reasons for this increasing importance can be traced to, but not restricted to, the following:

1. The introduction of legislative regulations in many industrial fields generally limits the allowable noise generation of machines. Although no such restrictions exist that are strictly applicable to alternators, the demands imposed by consistent reduction of the maximum allowable drive by noise from vehicles, such as the regulations outlined by the European Union \[2\] \[12\], yields subsequently the need to reduce the noise emitted from individual components of vehicles.

2. These legislative requirements impact OEMs (Original Equipment Manufacturers), such as Robert Bosch GmbH, through the stringent requirements placed by customers, in this case the automotive manufacturers. In the alternator industry, requirements from customers are far reaching, including at foremost, performance (electrical power delivery), efficiency (an increasingly important factor given the current climate debate), life time, cost, size, ability to operate at high temperatures and of course, the noise emissions of the alternator. These requirements are frequently conflicting; the need to deliver ever increasing electrical power to vehicles, due to increasing power requirements from modern vehicles, and the need to operate at high temperatures, due to the tendency of vehicle manufacturers to seal engine bays (generally for the purpose of reducing sound propagation from engines), yields the need to use large fans for the cooling of generators; a major byproduct being the production of aeroacoustic noise.

3. These stringent requirements imposed both by legislation, and in turn customers, drive the industry to develop alternators that satisfy the needs of customers; thus in turn driving competition in the market. The ability of a company to deliver a product that is competitive, both functionally
and from a cost perspective, can very much dictate the success of that company’s product in the marketplace.

The need to address these concerns requires a sound knowledge of the physics that govern the primary functions of the generator (power delivery) in addition to secondary functions, both desired (such as cooling) and unwanted (e.g. noise). From this, the development cycle must include the ability to predict the severity of the unwanted function, perhaps optimising the system in order to avoid it, such that the influence of geometrical optimisation on the primary function is either positive or minimal.

The work herein focuses on only one of the secondary functions of alternators, noise, and in particular only a subset of that function: aerodynamically generated noise. In order to achieve an understanding of the underlying physics of aerodynamic noise, the development of techniques that may aid in the prediction of noise sources, in addition to the localisation of the sources of noise, has been carried out in this work. In achieving the goals of aerodynamic sound localisation and prediction, concerted efforts may consequently be applied in order to improve sound quality to levels that satisfy both the legislation, consumer demands in addition to offering a competitive advantage.

### 1.2 The alternator

Figure 1.1(a) illustrates the main components that constitute a conventional alternator design. The system consists of (a) the rotating pulley mechanism, (b) the stationary A-shield, (c) the rotating claw pole mechanism, (d) the A and B side fans, (e) the stator (shown also in greater detail in Figure 1.1(b)), (f) the B-side shield and (g) the electronics. It is convention in alternator development, and thus will be where necessary herein used, to name the pulley driven side of the alternator the A-side, the other side consisting of the electronics the B-side.

![Figure 1.1](image-url)

**Figure 1.1: Typical alternator assembly**

The claw pole and fan blades undergo a rotating motion due to the rotation at the pulley, driven by the engine. The regulator, part of the electronics assembly, supplies current to the claw-shaped electromagnets within the rotor through the slip ring system. This produces a magnetic flux across the claw poles which, due to the rotating motion, has a certain relative speed with respect to the outer stator. The stator itself comprises of copper windings within an iron core. As there is a relative motion between the magnetic field and the copper windings, an electric current is induced in the copper windings. This current passes through a rectifier, also part of the electronics subsystem, which converts the generated alternating current into a useable direct current. The generation of an electric current produces heat in
both the copper windings and the electronic subsystem. In order to suppress heat build-up, a fan system is used to cool the internal components. The current generation of alternators use a twin fan assembly for this purpose, whereby fans are installed at both the A and B side of the claw poles (such alternators are commonly referred to as compact alternators).

There are two general sources of noise that can be directly attributed to modern alternators, these being the aerodynamically generated noise and the magnetically induced noise [11]. To a lesser degree, mechanical noise from bearings in addition to noise from the pulley can also occur; these noise sources however are generally of a much lower magnitude and generally occur during non-standard operation of the alternator or due to faults of the respective components. The aerodynamically generated noise is due to the time-instationary airflow in the system interacting with the structure, thus giving rise to sound-causing fluctuations in the flow-field.

Sources of aerodynamic sound in the alternator, as will be discussed in further detail in subsequent chapters, are generally those that induce an unsteadiness in the airflow within the system. In small industrial systems such as alternators, this unsteadiness is generally due to interactions occurring between rotating and stationary surfaces (rotor-stator interaction). Such interactions induce fluctuating pressures on surfaces which in turn produce noise. In systems where interactions between rotor and stator are not as significant, unsteadiness may arise due simply to boundary layer unsteadiness and the shedding of vortices. A large source of aerodynamically generated sound in alternators is due to the fan blades used to induce a cooling mass flow through the system. Not only does the fluid motion generated by the fan systems themselves induce flow interactions between the stator and rotor, but they induce a larger mass flow which generally increases the overall pressures and pressure fluctuations within the system. Common techniques used to optimise the induced noise include the use of asymmetric blade spacing, which prevents sound energy being focused at particular orders, in addition to careful forming of the blades in order to avoid regions that may be sensitive to rotor-stator interactions. Further techniques focus on modifications to the clawpole surfaces in order to reduce the interactions with the adjacent stator.

Magnetically generated noise stems from the magnetic fluxes generated at the claw poles. As the generated magnetic fields rotate in the system, they create fluctuating forces that act to vibrate the casing, in addition to initiating vibration of the rotor. The source of this magnetically induced noise, unlike aerodynamic noise, is more traditional with respect to the fundamental theories of acoustics; a vibrating structure induces pressures changes in the propagating medium (air) adjacent to the structure, which in turn induces a propagating wave. Contrast this to aerodynamically generated sound, which occurs due to pressure changes at the surfaces, and does not necessarily connote a structural vibration (unless the problem is an aeroelastic one). Influencing factors of the magnetically generated noise are far reaching due to it’s structural nature: the connection of the alternator to the test bench/vehicle, the application of a torque from the pulley, the structural rigidity of the system as well as the configuration of the electrical subsystem all exert a considerable influence on magnetically induced structural noise and vibration. As such, measures are also far reaching, and may focus on the source itself by modifying the intensity of magnetic field fluctuations, or changing the structure in order to specifically design the operating conditions that lead to resonance, or the response of the system to forces.

1.3 Aeroacoustics: a brief introduction

The study of aeroacoustics and its prediction has been at the forefront of numerical research since the pioneering work of Lighthill [22, 23] in the 1960s. The studies were largely motivated by the growing concerns regarding the aerospace industry, in particular that of jet noise from aircraft engines. Only in recent years have technological advances given mathematicians and engineers the ability to numerically
solve the equations governing both fluid dynamics, in addition to the generation and propagation of sound. In most cases, accurate, comprehensive calculations have only been possible using fairly fundamental problems. The implementation of such sophisticated techniques to industrial problems has been limited.

The approach taken to solving the aeroacoustic numerical problem can be, in the broadest sense, defined into two categories. On the one hand, the solution of the compressible Navier Stokes equations leads to a solution of both the aerodynamic variables of interest in addition to the acoustic density and pressure fluctuations. On the other hand, solution of the incompressible Navier Stokes equations leads to a distinct separation of the acoustic and aerodynamic variables, given that the assumption of incompressibility removes the density fluctuations in the medium required for wave propagation. In this case, the solution to the aerodynamic problem yields variables which may be used as source terms in a separate acoustics calculation. The two approaches are respectively called the direct approach and the hybrid approach.

The direct approach has the attractive advantage of solving both the aerodynamic and acoustic problem in the one calculation. The advantage of this however is arguably only relevant for the simplest of problems. The fact that the acoustic pressure fluctuations are of a much lower order than the aerodynamic fluctuations can lead to the acoustic waves being damped out by numerical error; an issue which can be somewhat abated with the use of higher order numerics. Secondly, the domain for such an approach needs to extend to the observer location (the location of acoustic interest), unless variables from a near-field solution are propagated outwards by a second, linear solver. Such a domain is usually much greater than would otherwise be required for a purely fluid dynamic calculation; it extends further out than the region of aerodynamic interest. This naturally has an implication on the problem complexity and solution time. This is further compounded by the fact that the two physical problems have widely different characteristic length scales; whereas the aerodynamic problem has a wide range of scales, all the way to the smallest eddies, the acoustic problem length scales are generally much larger, dictated by the wave lengths of the sound of interest. At 20,000 Hz, the upper extreme of the audible range, wave lengths are no smaller than 1.7 cm, significantly larger than typical eddies at moderate Reynold’s numbers, while at the lower extreme, 20 Hz, wavelengths are up to 17 meters in length. These scales are generally much larger than the size of typical alternators, which are up to 20 cm in diameter.

Conversely, taking a hybrid approach allows the procedures used to be tailored to the particular physics at hand. The fluid dynamics calculations can be carried out in a limited space using a mesh accurately resolved to capture the much finer scales prevalent in fluid dynamics (when compared to the acoustic scales). Physics that are only relevant to the aerodynamic problem need be calculated, valid assumptions such as incompressibility at low Mach numbers allowing a reduction in the number of equations being solved. The simplification of the aerodynamic problem becomes all the more important given that temporal-transients are required for acoustic calculations; compressible calculations over time require significant computational power. The use of the aerodynamic variables in a second, separate acoustic solver then allows prediction of the sound generation and propagation. The fact that several solvers are used somewhat increases the complexity of the problem, given that appropriate interfaces need to be designed. Furthermore, such hybrid methods restrict the coupling between the two solvers (for example, the inability of acoustic propagation to influence the aerodynamic solution). The ability of the solver also dictates how much of the physics remains intact. The inability of an acoustic analogy to model surface interactions such as diffraction and reflection yields a poor ability of modelling sound directivity well, while the inability of Boundary Element Methods to model multiple frames of reference does not allow the modelling of a stator/rotor acoustical coupling.
1.4 Scope and objectives

Sections 1.1 to 1.3 have indicated some of the factors to be considered throughout this work, and thus outline the important objectives which are to be achieved by this work. These key objectives are highlighted below.

1. The prediction of the far-field aeroacoustic noise generated by the operation of a motor vehicle alternator. Importance here is placed on the far-field noise prediction of the alternator, rather than near field, given that, as described in the motivation of the work, it is the far field acoustic properties of the alternator which are generally of interest in the industry. Focus will be placed on the tonal noise components produced by the system; tonal noise is generally considered to be the main source of annoyance in such systems, and thus it’s importance in this work is stressed. Importance will also be placed on the prediction of total sound power levels, essentially the ability to determine the total sound energy generated by the system. The ability to predict accurately the directivity of the sound will also be analysed through sound power and pressure calculations at multiple microphones.

2. The use of numerical techniques capable of assessing the effect of geometrical variations. The ability to affect the strength of the sources through geometrical alternations, confirm the effect of these alterations in aerodynamic calculations and observe their effects on sound creation and propagation will ensure the techniques usefulness in product development.

3. The ability to physically understand the sound generating mechanisms, and in turn determine the location of predominant sound generating mechanisms. The techniques must be such that localisation of problem areas is possible.

4. The ability to apply the developed tools in the sound prediction and assessment of real products. Overly complex methods are to be avoided in favour of methods that offer a good turn-around time of results, while maintaining sufficient physical accuracy as to satisfy points 1 through to 3.

The work throughout is thus numerical in nature, with both semi-analytical in addition to numerical methods, such as CFD, FEM and BEM, used extensively. The third objective encroaches both the experimental and numerical domain. In this work, the purpose of experimental work will be two-fold. Firstly, as a validation method for the numerical work, and secondly to understand how geometrical variations to the system influence the sound generated, and to use the theory in a general sense as a tool to explain why certain phenomena occur. The reader will come to realise that the sheer amount of geometrical changes made during experimental investigations outweighs the geometries tested with numerical methods, due mainly to the complex nature of the three-dimensional models and mesh preparation in addition to computational time. However, the experimental study of all these geometrical variations yields nevertheless fruitful findings.

1.5 The geometry

The typical alternator geometry shown in Figure 1.1(a) is somewhat too complex for research purposes, in particular the complex details associated with the stator winding heads, shown in Figure 1.1(b). In simplifying the geometry for this thesis, the main sound generating mechanisms are considered that are relevant to alternator applications. From the stator side, these include the holes in the stator winding heads (Figure 1.1(b)), in addition to the upstream ribs of the castings. On the rotor side, a symmetrical 12 bladed fan geometry is modelled, in addition to 8 clawpole surfaces. In order to further reduce complexity, only one axial half of the alternator system is considered. The geometry is shown in Figure 1.2(a) with
the physical alternator shown on the test bench in Figure 1.2(b). Further details will be discussed in
the experimental analysis, Section 4 in addition to the numerical results, Section 5. In addition to
this model, henceforth called the reference model, geometrical modifications will also be analysed in
subsequent sections in order to establish their influence on sound.

![Simplified alternator design](image1)

![Alternator on test bench](image2)

Figure 1.2: Simplified alternator

### 1.6 Structure of work

Firstly, fundamental theories of acoustics and aeroacoustics will be outlined in Section 2. The discussion
of acoustic fundamentals in light of the applied aerodynamic subsets will highlight similarities between
many of the theories, and describe the origins of some of the initial theories that have to this date been
documented. Case studies will also be outlined in order to determine the relevance and practicality
of the theories in the industry. This will highlight the multifaceted nature of this work; the use of
fundamental models based on theory to develop tools for the calculation of sound propagation from
aerodynamic sources, and the application of those tools in an industrial related problem. The case study
section should thus outline which theories have been applied to various industrial problems, once a sound
description of the theories has been laid out.

Section 3 will outline the implementation of Lowson’s equation into the numerical chain, highlighting
how the method is integrated, validated with simple sources, and several modifications carried out.

Section 4 will cover results from the experimental work. Although the work covered in this thesis is
numerical in nature, a separate section is devoted to the analysis of experimental results which serve to
validate the theoretical models. The experimental work has been carried out at two facilities: a facility
custom built for alternator testing and satisfying ISO standards at the alternator development facility,
in addition to a second test facility used at the corporate research centre.

Sections 5 and 6 will delve deeper into the tools developed and used, with particular focus on the
acoustic tools, in addition to comparison to measurements. A detailed discussion of the CFD tool used,
CFX, will not be carried out, given that it is a well documented tool in computational fluid dynamics.
Having said this, discussion of the CFD models will be nevertheless carried out where necessary.

The tools that will be discussed in detail are the semi-analytic method from Lowson, Boundary
Element Methods and Finite Element Methods. The dipole sources modelled using Lowson’s formulation
disregard the influence of surfaces on sound propagation, but provide nevertheless an efficient method
of calculating source strength, and dependant on the frequencies of interest and the size of the system,
propagation. BEM tools have the added advantage of modelling reflection from surfaces upstream of the
sources, but are incapable of modelling moving sources. Finally, FEM tools have the potential of modelling
rotating and stationary surfaces, and their full interaction, at the cost of high resource demands, whereby
full three-dimensional transient simulations were not carried out due to insufficient computational power.
The need for transient modelling in order to model the system stems from the changing relative position
between the rotor and stator.

Conclusions will be made based on the analysis conducted throughout the work. The ability of the
semi-analytical and numerical methods in the prediction of aerodynamic sound from alternators will be
discussed, as too their applicability in development. Suggestions for future work will be outlined at the
conclusion of the work.
Chapter 2

Theory

The following section will outline the major theories in the field of aeroacoustics, branching off into more focused theories relevant to aeroacoustics of fan-type problems (rotating machines). Starting with a broad introduction into acoustics, theories from Lighthill and Ffowcs-Williams and Hawkings will be discussed, in addition to the specialised theories of Lowson. A general discussion on fan noise will also be carried out, which will justify the direction taken in the numerical procedure used, to be discussed in subsequent chapters.

2.1 The homogeneous wave equation

A short introduction to the classical wave equation is given in the following section. The inhomogenous wave equation is first derived, thereby giving the solution of the wave equation in a free field, free of source terms. Following this, a point source term is introduced into the fluid dynamics equation of momentum. Solution of the flow variables yields the fundamental solution for the wave equation, commonly known as the Green’s solution. The fundamental solution is an important solution for the further derivation of methods based on the wave equation, including the Ffowcs-Williams Hawkings equation and subsequently Lowson’s equation. In addition, it lays the groundwork for comprehensive numerical methods such as the Boundary Element Method in acoustics.

2.1.1 Derivation of the classical wave equation

The solution of the homogeneous wave equation begins with the formulation of the well known conservation of mass (Equation 2.1) and momentum equations (Equation 2.2) for each of the spatial \( i \) coordinates, where \( \rho \) is the acoustic density, \( \mathbf{V} = (u_x, u_y, u_z) \) is the air particle velocity vector, \( p \) is a fluid pressure and \( \tau_{ij} \) is a viscous shear stress tensor. Both forms shown below assume there is no injection of fluid (for the case of the conservation of mass equation) and that there are no external body forces (momentum equation). For a derivation of the governing fluid dynamics equations, the reader is referred to introductory fluid dynamics texts [39, 5].

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{V}) = 0 \tag{2.1}
\]

The conservation of momentum equation below is derived in the \( x, y \) and \( z \) coordinate directions.

\[
\frac{\partial (\rho u_i)}{\partial t} + \nabla \cdot (\rho u_i \mathbf{V}) = -\frac{\partial p}{\partial x_i} + \sum_{j=1}^{3} \frac{\partial \tau_{ij}}{\partial x_j} \tag{2.2}
\]
The influence of viscosity on the propagating acoustic waves is often considered negligible. This is generally held true when the disturbances do not propagate over excessively large distances [17]. The viscous stress terms can thus be ignored, and, rewriting Equation 2.2 yields, where the $\partial_i$ term denotes a spatial partial derivative in the corresponding direction, where $i = x, y, z$. This form of the momentum equation is commonly known as the Euler equations (Equation 2.3).

$$ \frac{\partial \left( \rho v_i \right)}{\partial t} + \nabla \cdot \left( \rho v_i \mathbf{V} \right) = - \frac{\partial p}{\partial x_i} \quad (2.3) $$

The formal derivation of the wave equation begins with the inherent assumption that the pressure and density perturbations are small perturbations to some ambient state [35]. Further, the medium is assumed to be both homogeneous as well as quiescent. A homogeneous medium is one where all ambient quantities are constant throughout space, while a quiescent medium is one where the ambient values are constant in time and the ambient velocity (the medium velocity) is at rest. The equations are thus linearised (e.g. $\phi = \phi_0 + \tilde{\phi}$), giving the linearised conservation of mass (Equation 2.4) and momentum equation (Equation 2.5), where zero subscripts denote the ambient quantities and the tilde values denote the perturbations.

$$ \frac{\partial \tilde{\rho}}{\partial t} + \rho_0 \nabla \cdot \tilde{\mathbf{V}} = 0 \quad (2.4) $$

$$ \rho_0 \frac{\partial \tilde{\mathbf{V}}}{\partial t} = - \nabla \tilde{p} \quad (2.5) $$

Multiplying Equation 2.4 by $\frac{\partial}{\partial t}$ and Equation 2.5 by the gradient operator, $\nabla$, and eliminating the velocity quantities yields Equation 2.6.

$$ \frac{\partial^2 \tilde{\rho}}{\partial t^2} - \nabla^2 \tilde{p} = 0 \quad (2.6) $$

The equation of state dictates that the density of the medium is a function of the pressure in the medium, proportional to the speed of sound, $a_0$. Expanding the function using a Taylor series, and assuming that only first orders are significant (once again an assumption of linearity), one obtains the relationship in Equation 2.7.

$$ \tilde{p} - p_0 = a_0^2 (\tilde{\rho} - \rho_0) \quad (2.7) $$

Substituting Equation 2.7 into 2.6 yields the classical wave equation (Equation 2.8) for sound in an inviscid, homogeneous and quiescent medium, void of any sources. In this instance, and from hereon in, the variable perturbations are written without a tilde for clarity. The variables being solved for in acoustics problems are seldom absolute values, but rather perturbations around an ambient constant.

$$ \nabla^2 \tilde{p} - \frac{1}{a_0^2} \frac{\partial^2 \tilde{p}}{\partial t^2} = 0 \quad (2.8) $$

The form of the classical wave equation may be also solved in the frequency domain. Assuming that the pressure (or density) can be approximated by a harmonic, $p = \Re\left( p_n(x) \exp^{i\omega t} \right)$, where $x$ is the spatial coordinates, $p_n$ the Fourier coefficients and $\omega$ the frequency, the Helmholtz equation (Equation 2.9) is formed for the solution of the Fourier coefficients at various wave numbers, $k = \frac{\omega}{a_0}$.

$$ \nabla^2 \tilde{p} + k^2 \tilde{p} = 0 \quad (2.9) $$
2.1.2 The fundamental solution to the classical wave equation

The fundamental solution to the wave equation is obtained by solving the Green’s function for the Helmholtz equation \[ 43, 16 \]. The Green’s function is essentially an integral kernel used to solve an inhomogenous partial differential equation \[ 41 \]. The dependant variables are shown here to highlight that the variables, including the source term, are dependant on space and time, where \( G \) is the fundamental pressure solution. The unit impulse delta function implies that the source is only active at its location, \( y \). The solution will show that it’s effects are felt throughout the domain given the convective nature of the wave equation.

\[
\nabla^2 G(x - y) + k^2 G(x - y) = \delta(x - y) \quad (2.10)
\]

Letting \( r \) be the scalar distance between the source and observer and assuming that the source is located at the origin of a spherical coordinate system yields Equation 2.11. This equation assumes additionally that the fundamental solution is symmetrical; i.e. it only varies with respect to the radial direction, \( r \). The equation and subsequent solution is valid everywhere except at the point source, where a singularity exists.

\[
\frac{d^2 G}{dr^2} + \frac{2dG}{rdr} + k^2 G = 0 \quad (2.11)
\]

It can be shown that a solution to this equation for a point source (that is, an outgoing wave) is as in Equation 2.12, where \( A \) is an arbitrary constant.

\[
G = Ae^{-ikr}/r \quad (2.12)
\]

The solution with the point source is determined by integrating the Helmholtz equation around a small volume surrounding the point source and letting the radius of the spherical volume, \( \epsilon \), approach zero, as shown in Equation 2.13. The integral of the dirac delta function at it’s location is unity.

\[
\lim_{\epsilon \to \infty} \int_{V_\epsilon} (\nabla^2 G + k^2 G)\,dV = 1 \quad (2.13)
\]

The limits of the integrals of the two terms are treated separately. The second term of the integral in Equation 2.13 is removed given that the volume integral goes to zero quicker than the Green’s function goes to infinity. Application of the divergence theorem to the first term yields the solution in Equation 2.14, where \( n \) is the normal vector to the source.

\[
\lim_{\epsilon \to \infty} \int_{V_\epsilon} \nabla^2 G\,dV = \lim_{\epsilon \to \infty} \int_{V_\epsilon} \frac{dG}{dn}\,dS = 1 \quad (2.14)
\]

By substituting Equation 2.12 into 2.14, solving for \( A \) leads to the definition of the three dimensional Green’s solution for sound propagation in a homogeneous, undisturbed medium, shown in Equation 2.15.

\[
G_{3D} = \frac{e^{-ikr}}{4\pi r} \quad (2.15)
\]

The solution of the 2D Green’s solution follows a similar process whereby a point source is placed in a two-dimensional medium. For the 2D case, it is convenient to define the wave equation using polar coordinates. Whereas with the 3D solution an infinitesimal spherical volume was isolated and integrated around the source, for the 2D solution the integration takes place around the circumference of an infinitesimal circle positioned around the source, with limits dictating that once again it’s radius,
\( \epsilon \), approaches zero. Full derivation of the solution is not presented here, as the 2D case has limited use in the scope of this work, however the reader is referred to [44] for derivations. The two-dimensional Green’s function is given in Equation 2.16 where \( H \) is a Henkel function.

\[
G_{2D} = \frac{i}{4} H_0^1 \left( \frac{\omega r}{a_0} \right)
\] (2.16)

The derivation of the two and three-dimensional Green’s functions paves the way for a discussion on the techniques used in modern acoustics and its aerodynamically based subset. In particular, solution of the Ffowcs-Williams Hawkings equation and Lowson’s equation, a technique heavily used throughout this work, has foundations set in the fundamental acoustical solutions. This too can be said of the Boundary Element Method technique, a commonly used technique in acoustics used to solve the Helmholtz equation for bounded and unbounded problems.

### 2.1.3 Sound propagation from the fundamental sources

The sound distribution of the source defined by Green’s function, Equation 2.15, is inversely proportional to the distance to the observer, \( \frac{1}{r} \). The shape of the time averaged pressure distribution is that typical of a monopole source, and appears as shown in Figure 2.1(a), with the source positioned in the middle of the numerical domain.

Further fundamental sources can be determined by observing the effects of monopole interactions. In Figure 2.1(b) by placing two monopoles with opposing phase next to one another (shown here as red and black sources), and ensuring that the distance between the two is much smaller compared to the wavelength of the emitting source, a typical dipole sound distribution ensues. The characteristic shape of the dipole source is a figure eight; perpendicular to the acting dipoles (in the y-direction), a maxima occurs, whereas parallel to the dipole (in the x-direction), the opposing phase of the emitted pressure from the two dipoles cancels causing a minima.

Similarly, the quadrupole distribution can be reproduced by using two dipoles (equivalent to four monopoles), once again 180 degrees out of phase. Two types of general distributions are possible, shown in Figures 2.1(c) to 2.1(d). The lateral quadrupole, similarly to the dipole distribution, shows strong regions of minima, in this case four. Four main lobes are noted acting in-line with sources that are in phase. The linear quadrupole on the other hand, bears at least in the far-field a resemblance to the dipole, the main difference being two weaker lobes acting in the x-direction.

### 2.2 The aeroacoustic analogies

The aeroacoustic analogies form a connection with the wave equation in that they offer source terms directly related to aerodynamic mechanics. The following section will highlight the major aeroacoustic analogies from Lighthill, Curle and Ffowcs-Williams and Hawkings. These analogies form the basis of the theory of Lowson, which describes the propagation of sound due to rotating sources, discussed in Section 2.4.

#### 2.2.1 Lighthill’s analogy on turbulence induced sound

The theory of Lighthill [22, 23] is derived analog to the wave equation in that the fundamental equations of aerodynamics, the momentum and the conservation of mass equations, are solved for an inviscid case. As with much of the acoustic analogies, a backward coupling of the aerodynamic-acoustic interactions is ignored. Essentially, this implies that the acoustic waves can have no affect on the aerodynamic flow
field. This, notes Lighthill, is a fair assumption in flow fields devoid of a resonator given the significance of the energy difference between the aerodynamic flow field and the sound.

Lighthill proceeds by considering two separate regions; 1) the fluid source region containing the sound sources which is surrounded by 2) a large volume of fluid at rest, a propagating medium which itself consists of no sources. By comparing the sets of equations defining density fluctuations in the two regions, it is possible to solve an equivalent set of equations describing the outer, propagating medium, being acted upon by an external force field.

Lighthill’s source terms are so derived by considering the stresses acting on a fluid in both the forced case and the unforced case, with the sum of the source terms being the difference between the two. With respect to the forced region, Lighthill considers the source terms to be the Reynolds Stress terms, \( \rho u_i u_j \), and a set of real stresses, \( p_{ij} \), both acting respectively in a shearing direction to an element and normal to it’s surfaces. The uniform acoustic medium on the other hand undergoes stresses that are proportional to variations in it’s density. This yields the Lighthill stress terms, shown in Equation 2.17:

\[
T_{ij} = \rho v_i v_j + p_{ij} - a_0^2 \rho \delta_{ij} \quad (2.17)
\]

Given that the term is a stress term, and the knowledge that a dipole represents the effects of a concentrated force (as will be discussed in Section 2.2.2), of which two equal and opposing forces can represent a stress, the stress term represents a quadrupole. This is analogous to the field descriptions of the dipole and quadrupole sources discussed in Section 2.1.3. Here, Lighthill argues that in the presence of other noise sources such as those causing dipole and monopole like propagation, the quadrupole term becomes less important. This will be discussed in detail in Section 2.3.

Rewriting the continuity and momentum equations, and using the relation in Equation 2.17, Lighthill
produces the wave equation (analog to that shown in Section 2.1), with the Lighthill stress tensor used to define the quadrupole source, shown in Equation 2.18

$$\frac{\partial^2 \rho}{\partial t^2} - a_0^2 \nabla^2 \rho = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j}$$  \hspace{1cm} (2.18)

2.2.2 Sound influenced by solid boundaries

Curle \[15\] extended the work of Lighthill by considering the effects of solid surfaces on aerodynamic sound in two ways. Firstly, he considered that the sound waves generated by the quadrupole Lighthill sources could be reflected and diffracted by solid surfaces in their path. Secondly, he considered that surfaces could themselves be a source, in that they act as a boundary to the fluid, and may apply an external force onto the fluid that may be mathematically modelled as a dipole.

Curle begins by considering the general solution to the wave equation with Lighthill term, Equation 2.18 which contains the Lighthill volume sources in addition to a surface integral, shown in Equation 2.19. The integrals, both volume and surface, are with respect to $y$, a variable representing the source volumes and surfaces. The variable $x$ in this instance represents the observer. Quite clearly, the surface terms are active in their normal directions, as all components incur a $\frac{\partial}{\partial n}$ term.

$$\rho = \frac{1}{4\pi a_0^2} \int_V \frac{\partial^2 T_{ij}}{\partial y_i \partial y_j} \left| x - y \right| \, dy + \frac{1}{4\pi} \int_S \left( \frac{1}{r} \frac{\partial \rho}{\partial n} + \frac{1}{r^2} \frac{\partial r}{\partial n} \rho + \frac{1}{a_0 r} \frac{\partial r}{\partial n} \frac{\partial \rho}{\partial t} \right) \, dS(y)$$  \hspace{1cm} (2.19)

Curle continues by focusing on the surface integrals and applying the divergence theorem, and finally substituting Lighthill’s stress tensor from Equation 2.17. This gives a solution to the wave equation with both the Lighthill quadrupole sources and dipole sources related to pressures acting on a surface. This is given in Equation 2.20 where in this case, $p_i$ is a normal component of the pressure acting on a surface.

$$\rho = \frac{1}{4\pi a_0^2} \frac{\partial^2}{\partial x_i \partial x_j} \int_V T_{ij} \left( y, t - \frac{r}{a_0} \right) \, dy - \frac{1}{4\pi a_0^2} \frac{\partial}{\partial x_i} \int_S \frac{p_i \left( y, t - \frac{r}{a_0} \right)}{r} \, dS(y)$$  \hspace{1cm} (2.20)

Curle goes on to show that the total acoustical power output of dipole sources is proportional to the sixth power of a typical velocity of the flow (for example, the tip speed of a fan blade). In comparison, Lighthill \[22\] shows that the quadrupole source is proportional to the eighth power of a velocity. These power laws of the fundamental sources are summarised in Section 2.3.

2.2.3 Ffowcs Williams and Hawkings generalised theory of aeroacoustics

Ffowcs Williams and Hawkings \[42\] attempted to generalise the solution to the mass and momentum equations, those derived by Lighthill and Curle, by not restricting the solution’s validity to the region external to the solid surfaces, but rather also applying the solution inside the solid surfaces. This was done through the use of generalised theory, whereby the location of the sources was dictated through the use of dirac functions. The analysis assumed that the wave equation was valid in the entire, unbounded domain; also inside the surfaces, albeit as an arbitrary solution. Through the use of source placement on solid surfaces, the required mass and momentum is injected into the domain. This is shown in Equation 2.21.

Here, $H(f)$ indicates the Heaviside function acting on the surface $f$, in that $H(f) = 1$ outside of the surface and $H(f) = 0$ inside of the surface. This is applied to the Lighthill source (the quadrupole source), which as already discussed, represents the acoustic sources due to fluid stresses. This implies that the Lighthill sources act only inside the fluid domain. The other sources act only on the surface (the monopole thickness noise and the dipole loading noise), in that the dirac delta function, $\delta(f) = 1$ only on the surface, and zero elsewhere. A modification to the Ffowcs Williams and Hawkings equations also
arises when the surface represented by \( f \) is permeable; i.e. does not represent a solid surface, but rather a virtual, data surface.

\[
\frac{\partial^2 \rho}{\partial t^2} - a_0^2 \frac{\partial^2 \rho}{\partial x_i^2} = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j} H(f) - \frac{\partial}{\partial x_i} \left( p_{ij} \delta(f) \frac{\partial f}{\partial x_j} \right) + \frac{\partial}{\partial t} \left( \rho_0 v_i \delta(f) \frac{\partial f}{\partial x_i} \right)
\] (2.21)

Ffowcs Williams and Hawkings also showed a further derivation using an alternate method, the Kirchhoff method, in that the field variable \( \rho \) is assumed to only exist outside of the surfaces (as opposed to the restriction being placed on the source terms). Essentially, the Heaviside terms are applied to the field variables. As demonstrated by Ffowcs Williams and Hawkings [12] as well as Brentner and Farassat [9, 10], the solution when compared to the Ffowcs Williams and Hawkings equation was devoid of volume sources. Given that the surfaces of these methods could be treated as permeable (the surface terms do not necessarily need to represent a solid surface, but rather can represent a generalised computational surface), Brentner and Farassat show how the positioning of the permeable data surface influences results. In the case of the Ffowcs Williams and Hawkings formulation, the location of the data surface has no significant effect. When positioned close to the source, or on a solid sound generating surface, the volume terms outside of the surface (Lighthill source terms) take into account the sound sources outside of the surface. When the data surface is placed further from the surface, the effects of the volume terms within the permeable surface are calculated through the compressible equations of fluid dynamics, with their effects calculated on the permeable surface and propagated outwards through means of the surface source terms. In the case of the Kirchhoff formulation, given that volume terms are not included, the data surface must enclose all potential volume sources.

The ability to calculate the effects of the quadrupole sources on a permeable data surface enclosing said sources depends on the ability to compute the wave propagation from these quadrupole surfaces to the permeable data surface. This requires generally higher order, compressible CFD techniques, in order to avoid numerical dissipation of the low amplitude sound waves (in comparison to the aerodynamic pressure scales).

### 2.3 Fan noise

Neise [29, 30, 31] developed a framework for classifying noise sources of low to medium speed fans used for applications such as heating, ventilation and other industrial purposes. Making reference to the acoustical analogy of Ffowcs-Williams and Hawkings, detailed in Section 2.2.3, Neise discusses which of the source terms of the analogy are most relevant to industrial low to mid speed fan systems, this for both discrete noise components (harmonic components), in addition to ‘random’ components (broadband noise).

From the outset, Neise argues that for industrial low to mid speed applications, the quadrupole and monopole source terms from the Ffowcs-Williams and Hawkings equation are of smaller significance than the dipole term. The monopole term represents displacement of fluid mass, but Neise argues that this term is of small consequence for industrial applications given that the azimuthal phase velocity of the pressure fluctuations is well below sonic. The quadrupole source only become significant at blade tip Mach numbers of over 0.8, and is due to turbulent stresses, as shown in the Lighthill formulation in Section 2.2.1. Only the dipole source term, argues Neise, has the potential of creating significant noise sources for industrial low to mid speed systems. This source is due to the forces acting on the surfaces.

The earlier experimental work of Chanaud [13] showed how total sound power of a Sirocco centrifugal fan is dependant predominantly on the similarity laws of the dipole, which he too derived from the earlier expressions of Powell [36]. He had shown that the sound power of fans, \( L_W \), is proportional to the atmospheric air density \( \rho_0 \), the rotational speed \( N \) and the diameter of the fan blade \( D \) in the form shown in Equations 2.22-2.24, where the sound power level is in \( \text{Pa}^2 \). Assuming constant air density and...
diameter, the Mach number $M$ dependency of sound generation may also be shown.

\[
\text{Monopole: } L_{W(m)} \propto \rho_0 N^4 D^6 \propto M^4 \\
\text{Dipole: } L_{W(d)} \propto \rho_0 N^6 D^8 \propto M^6 \\
\text{Quadrupole: } L_{W(q)} \propto \rho_0 N^8 D^{10} \propto M^8
\]  

(2.22)  
(2.23)  
(2.24)

Clearly, the quadrupole source terms play a greater role at Mach speeds above unity, while for lower speeds, the monopole and dipole source terms are more efficient sound producers.

Neise then further classifies the dipole source terms into those occurring due to stationary rotating forces and those due to instationary rotating forces. Sound production due to stationary rotating forces (the temporally constant lift and, to a lesser extent, drag) occurs due to the relative movement of the source to the observer, and was first studied by Gutin [18]. Given the non-turbulent nature of this noise (constant surface pressures in the time domain), it arises at only discrete harmonics of the rotating frequency.

Conversely, sound due to instationary forces on blade surfaces has many potential causes, of which Neise notes five. Firstly, a non-uniform albeit stationary flow field may develop at the inlet of the fan. This may occur due to local blockages at the inlet, such as structural ribs. In this instance, although in the stationary domain there exists no temporal change in flow and subsequent forces, a changing force develops on the rotating blade as the blade passes through the local irregularities. This too causes discrete frequencies that are multiples of the rotating frequency, as the process is repeated for every rotation and is thus periodic. If, over time, the inlet flow varies due to atmospheric turbulence, the sound spectrum will contain broadband noise, which produces sound energy between the rotating frequency and harmonics due to its generally non-periodic nature. Neise names this second mechanism a non-uniform unsteady flow.

Neise’s third mechanism is due to vortex shedding, whereby he also notes a particular aerodynamic/acoustic feedback that may occur. Instability waves generated in the laminar boundary layer generate a pressure disturbance when passing the trailing edge. This pressure disturbances may also then travel to the leading edge, thus reinforcing the instability wave. Given the nature of the mechanism, contributions to both discrete frequencies and broadband components may ensue, depending on how the individual fan blades are affected and whether the mechanism is periodic.

Neise’s final two mechanism are related to a turbulent boundary layer, which will create local pressure fluctuations on individual fan blades, not necessarily correlated with one another. Due to this weak correlation, broadband sound components will be affected. Finally, secondary influences such as tip clearance mechanisms and noise due to stall are mentioned by Neise.

2.4 Lowson’s formulation for rotating sources

Lighthill’s formulation [23] for the sound generated by a point force in uniform rectilinear motion had assumed that the source was travelling at a constant velocity. In the formulation, shown in Equation 2.25, a source with a time-invariant strength ($\frac{\partial F_i}{\partial t} = 0$) would generate no sound. Lowson [25] argues that this is quite clearly not the case for propellers operating in a uniform flow field. It could clearly be expected that, even a constant force, when moving relative to an observer, would generate sound due to the relative motion between observer and the surface undergoing a loading (and thus generating a pressure distribution).

\[
\rho - \rho_0 = \left( \frac{x_i - y_i}{4\pi \rho_0 r^2} \frac{\partial F_i}{\partial t} \right) \\
\]  

(2.25)
This was numerically shown to be the case much earlier in the work of Gutin [18]. The need to consider the fluctuating forces, as opposed to a temporal average, is strongly dependent on the velocities experienced by the body, the magnitude of the disturbed flow (which in turn influences the pressure fluctuations), and also the frequencies of interest in the analysis. An analysis of these requirements was conducted by Roger [37] and is carried out in Section 2.4.1.

Using a process similar to that of Lighthill’s, Lowson derived an inhomogenous wave equation of the form shown in Equation 2.26. The source terms in the equation consisted of the familiar Lighthill stress tensor, $T_{ij}$, in addition to source terms representative of surface force fluctuations, $F_i$, and mass injection, $Q$, added respectively into the momentum and conservation fluid equations.

$$\frac{\partial^2 \rho}{\partial t^2} - a_0^2 \frac{\partial^2 \rho}{\partial x_i^2} = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j} - \frac{\partial F_i}{\partial x_i} + \frac{\partial Q}{\partial t}$$  \hspace{1cm} (2.26)

Using the fundamental solution (the Green’s function) of the wave equation in an unbounded medium, only the $\frac{\partial F_i}{\partial x_i}$ term was considered as a source, this being akin to a distribution of surface forces. The problem was analysed with respect to retarded time ($\tau = t - \frac{x}{a_0}$, the time difference between source emission and observer reception), while assuming that the forces are point sources using the dirac delta function, $\delta = \delta(y - y_0)$, where $y_0$ is the vector defining the source location and $y$ the location of the observer. The basic results of Lowson’s paper is shown in Equation 2.27. For a non accelerating source, $\frac{\partial M_r}{\partial t} = 0$ the solution becomes that of Lighthill, as in Equation 2.25. This additional term accounts for the noise due to an accelerating source, such as that encountered due to circular motion.

$$\rho - \rho_0 = \left(\frac{x_i - y_i}{4\pi a_0^2 r^2} \frac{\partial F_i}{\partial t} + \frac{F_i}{1 - M_r} \frac{\partial M_r}{\partial t}\right)$$  \hspace{1cm} (2.27)

Lowson [26] further developed the theory in order to tackle the sound propagation due to both the stator and rotor components. The theory contained parameters that allowed rotational speed, blade/vane numbers, multistage radiation and compressor hub velocity to be taken into account. Being in essence an integral solution of Green’s equation and thus a free-field solution, the theory was incapable of capturing effects due to ducts and other obstructions, in addition to local flow irregularities (for instance, flow velocities) and their effect on sound propagation. What’s more, the theory only took into account sound generation due to dipole producing surface pressure fluctuations, rather than considering the fluid domain itself as a potential source of sound (as was considered in Lighthill’s theory).

The work herein will use the frequency domain solution derived by Lowson, and shown here in Equation 2.28. Here, $c_n$ is the complex magnitude of the $n$th order for any given rotating speed $\omega$. The force acting at the source point and the local Mach number speed are specified either in the direction of the $r = x - y$ vector, which is the vector between the observer, $x$, and source, $y$, or in the individual Cartesian components, $i$.

$$c_n = -\frac{\omega}{4\pi^2 r} \int_0^{2\pi} \left(\frac{\partial F_i}{\partial t} + \frac{F_i}{1 - M_r} \frac{\partial M_r}{\partial t}\right) \exp \left(i \omega \left(\tau + \frac{r}{a_0}\right)\right) \, d\tau$$  \hspace{1cm} (2.28)

### 2.4.1 Stationary versus instationary analysis

In order to determine whether a transient analysis is necessary, an analysis similar to that carried out by Roger [37] is hereby presented which mathematically shows the necessary conditions required in order for steadiness, or non-transient effects, to be the significant sound generating mechanism, as opposed to transient, fluctuating effects. The derived relationship, shown in Equation 2.29, assumes that the
sources are undergoing a constant rotation, with the pressure variations acting on the blades derived from unsteady linear aerofoil theory, with variations in upwash influencing the pressures occurring on the blades. Here, $n$ refers to the harmonic number of interest, a multiple of the rotating frequency (the sound frequency, in Herz, being $f = 2\pi \omega n$), $U$ being a disturbance upwash velocity, $\omega$ being the rotating speed, and $M$ the tip Mach number.

\[
\frac{\text{Steady Loading Noise}}{\text{Unsteady Loading Noise}} = \frac{1}{n^2} \left( \frac{U}{w} \right)^2 \left( \frac{M}{1 - M} \right)
\]

(2.29)

From the relationship, it is clear that the importance of the unsteady loading terms becomes significant when the system operates at a relatively low speed or is small (dictated by the tip speed and Mach number), or when the frequencies of interest are high. It also dictates that the fluctuations occurring in the flow (here represented by an upwash velocity) must be relatively high. Substituting typical values of an alternator, as shown by Wasko and Fischer [40], it is clear from Figure 2.2 that, even with a relatively weak upwash, the noise due to an unsteady pressure fluctuation dominates at the orders higher than the fundamental. This dictates the need for a theory that takes into account temporal variations of the pressures, in addition to time dependant aerodynamic source data.

2.5 Case studies

The theoretical concepts outlined in the previous sections will now be discussed within a practical context, highlighting several case studies in the field of aeroacoustics of rotating machines. Particular focus will be placed on case studies that have used Lowson’s formulation from Section 2.4, given it’s applicability to the case study studied in this work.

Much work has been conducted in the past with focus on the reduction of tonal noise in fan systems through the use of asymmetrical blade spacing. Mellin and Sovran [28], in defining annoyance as either excessive intensity or a tonal characteristic (which may be present in the absence of a high overall noise), set out to determine optimal blade spacing arrangements given a particular fan blade loading. In the theory, they do not take into account what they call interaction noise; essentially, they assume the
loading on the blades to be constant and not varying, as the case may be when upstream stationary obstructions are present (such as structural ribs). They also incorrectly state that it is this constant loading that produces the significant tonal annoyance, although this can be shown to be incorrect both experimentally, as in Section 4.6.1, and theoretically, as already demonstrated in Section 2.4.1.

They continue with the requirement that the spatial distribution of the pressure waves emitted from the fan can be determined through the measurement of an equivalent fan system with symmetrical spacing, and a subsequent iterative process to ensure the shape of the spectral function is consistent with that of measured data. The spatial shape of the sound wave is then assumed to be constant, regardless of the blade spacing itself (essentially implying that the blade loading is not influenced by the blade spacing).

In order to determine the sound generated by a fan system with asymmetrical spacing, the characteristic sound wave shapes are stretched or shrunk to represent the change between blades. For example, if the characteristic sound shape for a blade is a sinusoid, and there are 6 equally spaced blades, the simulated sound curve over one rotation would be a sinusoid with 6 full periods. This, again, is known not to be the case from more recent theory in addition to experimental work. In any case, for an accurate description of the sound field, these fundamental shapes need to be accurately known.

Boltezar, Mesaric and Kuhelj [8] used Lowson’s equation in order to show the influences of uneven blade spacing on sound pressure levels with direct application to alternators. In their work, the forces acting on the fan blades were estimated through knowledge of the casing geometry; essentially, a square shaped sinusoid with four peaks was used for the calculations. The four peaks appear to model the four ribs, much like in this work, whereas the square like shape is used to introduce harmonic components. The blades were modelled as point dipole sources. The work compared several geometries with uneven spaced fan blades to a geometry with 12 symmetrically placed blades. It was shown experimentally, and confirmed through the current body of knowledge, that introducing asymmetrically spaced fan blades shifts the sound energy away from the main blade passing frequencies and on to the neighbouring orders, thus reducing the concentration of sound at particular orders. This was also shown with the numerical implementation of Lowson’s equation.

Jeon and Lee [21] use a hybrid approach to examine the sound field generated from a centrifugal impeller operating in the wake of a wedge. Their research examines not only the fluid flow around the impeller, but also the sound generation, its propagation in addition to its reflection from local disturbances. The fluid dynamics calculation is carried out using an incompressible, inviscid vortex method. The forces generated at the blades over time are then used to generate the source terms in Lowson’s equation. The sound propagated from Lowson’s equation is then calculated across a surface enclosing all sources, and propagated outwards using a Kirchhoff-Helmholtz method, with the necessary assumption that the enclosing surface contains all dominant sources, as discussed in Section 2.2.3. The Kirchhoff method they use draws many parallels to the BEM equation, discussed in Section 6.1.1, in that it is an integral equation consisting of the Green’s function and it’s gradient, in addition to surface pressures and surface pressure gradients. In doing so, they are capable of modelling moving sources (otherwise impossible with BEM alone) and propagating them outwards while taking into account obstructions (otherwise impossible with Lowson’s equation alone). The solution however does not allow the outgoing waves to re-enter the region enclosing the sources, thus preventing true rotor-stator acoustic interactions from being calculated. In comparing the results to both a pure Lowson’s approach and experiment, they find that the results are some 2-6 dB higher than those from Lowson’s due to the reflections from the wedge. Comparison to experiment yields a favourable improvement over the approach utilising only Lowson’s equation.

Choi and Lee [14] continue the work of Jeon and Lee, with the fundamental difference being an analytical derivation of the pressure gradients required in the Kirchhoff-Helmholtz BEM. The analytical derivation is from Lowson’s equation itself, thus offering the possibility of quicker solution times in
addition to less sensitivity to the Kirchhoff mesh. This is in comparison to the method of Jeon and Lee, who calculate the pressure gradients by formulating two additional Kirchhoff surfaces some distance apart from the basis surface used for the pressure calculation.

Jeon and Cho [20] and Park, Kwon and Ahn [34] followed with results from an inhouse designed package; their CFD solver SC/Tetra with their aeroacoustic noise solver FlowNoise. The aeroacoustic solver used the Ffowcs-Williams and Hawkings equation, specifically using only the dipole solution for a point force in arbitrary motion and solving for the acoustic pressure in the time domain. Two cases are analysed; firstly, wake interaction noise acting on an airfoil due to the wake from a cylinder, in addition to a Sirocco fan. The aeroacoustic noise spectra due to the impinging wake on the airfoil is predicted accurately, with a strong peak occurring at the frequency related to the generated vortices from the cylinder. For the second case, the spectra is also well predicted, particularly at the blade passing frequency.

2.6 Summary

The theory of acoustics has been discussed by beginning with the fundamental equations of acoustics; the wave equation. Source terms used specific to aeroacoustics were introduced, with several aeroacoustic analogies having similar source terms. The three source terms that form the basis of fundamental aeroacoustic theory are known as the monopole source term, due to displacement of air (or injection of air), the dipole, due to pressures and pressure fluctuations on surfaces, in addition to the quadrupole term, due to velocity fluctuations in the flow itself (flow turbulence). The general consensus in aeroacoustic theory is that for industrial rotating machines operating at subsonic speeds, the dipole term is the dominant noise source. Whether the dipole is the dominant source for the alternator application will be confirmed through experimental work by determining the sound power dependency on rotational speed.

Given this, Lowson’s formulation for rotating dipoles will be investigated in the context of the alternator. The method allows the use of incompressible, lower order solvers for rapid transient CFD computations; as a hybrid method, only the acoustic source inputs are required, rather than full calculation of propagating sound waves. The need to calculate transients has been demonstrated; experimental investigations will be carried out to confirm this. Rather than using the formulation to determine only the noise due to the fan loading, the entire rotor of the alternator will be modelled using the acoustic analogy.

Comparison to experimental work will be carried out to determine the ability of the analogy to calculate the sound energy emitted from the alternator. Consideration will be given to not only total sound energy, but also the ability of the analogy to determine frequency content of the sound. Given that the hybrid approach will limit the ability to calculate sound diffraction and reflection from solid surfaces, investigations will follow that will determine the magnitude of this effect through the use of BEM and FEM tools.
Chapter 3

Implementation of Lowson’s theory

The following section describes the code developed based on Lowson’s method, described in Section 2.4. Additions to the code not standard from the theory are highlighted and demonstrated. These additions are two fold; firstly, a modification is made whereby the dipole source acts only in one direction (in the direction of the fluid domain), thus preventing sound generation into a solid surface. This is particularly required when the clawpole structure is being modelled. Secondly, the implementation of the test stand is discussed, which considers the reflection of the sources from the stand. Trials using simple sources are further carried out for validation purposes.

3.1 Procedure and algorithm

The procedure used for the calculation of aerodynamic sources will be highlighted in this section. Reference should be made to Figure 3.1, which shows the procedure for the process carried out, in addition to details of the functioning of the algorithm based on Lowson’s equation.

1. Calculation of instationary CFD data for a given geometry and mesh. The details of the CFD calculation procedure and the mesh will be discussed in Section 5. The mesh is created using ICEM 5.0, the CFD calculations are carried out using the Ansys CFX Version 10.0 solver.

2. Extraction of CFD data over time. For the case where individual surfaces are to be considered, these surfaces are specified and the integrated pressure on those surfaces are extracted over time. Additionally, surface normals are extracted at the first time step, and later computed for successive time steps. The computation uses the transformation matrix shown in Equation 3.1, whereby the vector $y'$ indicates the transformed coordinates after an angle change $\Delta \theta$ that occurs over a time step $\Delta t$. In the case that a finer acoustic resolution is required, an algorithm has been developed which splits up defined surfaces in a post-processing step in the CFD package Ansys CFX.

$$y' = \begin{bmatrix} \cos(\Delta \theta) & \sin(\Delta \theta) \\ -\sin(\Delta \theta) & \cos(\Delta \theta) \end{bmatrix} y$$  (3.1)

3. The surface forces over time are imported into the Lowson’s code, written in Matlab. The details of the nested algorithm are in Figure 3.1. Computational points (or microphone points) are initially defined. Computation can also be defined as a Matlab generated grid (either a plane or sphere), in addition to a grid generated in the meshing program ICEM. Through this technique, an interface can be constructed, which will be later used for the BEM interface (Section 6.1).

4. The program proceeds through the nested segment, in which case computations are carried out for each microphone point, from each surface/source imported from the CFD computation, and for
each of the orders that have been requested and/or are relevant. CFD models used throughout are symmetrical models with periodic boundary conditions. For the example of the quarter model, the four way symmetry means that only every fourth sound order produces noise. Thus, only every fourth sound order is in this case relevant.

5. If requested, the program applies the half-dipole approximation in order to ensure sound propagation in only the direction of the fluid. Details of the half-dipole approximation are discussed in Section 3.2.

6. A further modification of the Lowson’s method is carried out by assuming a reflective plate, which models the reflective surface of the test bench. The addition of the reflective plate is discussed in Section 3.3.

7. Once the solution is calculated at all microphone points, for all surfaces and at all the requested and relevant orders, sound power levels can be calculated through the use of the sound power level calculation highlighted in ISO 3745 [3, 4], as shown in Equations 4.3 to 4.5. These can then be further filtered using the A-weighting filter (Equation 4.6) and/or the results can also be exported into a file readable in LMS Sysnoise for BEM calculations.

The algorithm used in the analysis is based on Lowson’s solution in the frequency domain, repeated once again here in Equation 3.2. Additional terms to be calculated in the equation include the force in the direction of the observer, \( F_r = F_r \cdot \mathbf{n} \), where \( \mathbf{n} \) is the surface normal. The Mach number in the direction of the observer is calculated similarly, \( M_r = M_r \cdot \mathbf{n} \), where the speed of sound, \( a_0 = 343 \text{ m/s} \).

\[
c_n = -\frac{c_n}{4\pi^2 r} \int_0^{2\pi} \left( \frac{in\omega F_r}{a_0} + \frac{F_i}{1 - M_r} \left( -\frac{M_i}{r} + \frac{x_i - y_i}{r^2} M_r \right) \right) \exp \left( i \omega \left( \tau + \frac{r}{a} \right) \right) d\tau \tag{3.2}
\]

### 3.2 The half dipole approximation

The standard formulation of Lowson’s equation assumes that the dipole sources act on a surface such that a sound propagation ensues in the direction of both the positive normal and the negative normal direction; this is the figure 8 distribution discussed in Section 2.1.3. This assumption is valid for thin surfaces, such as fan blades, when the total force is taken into account. This is invalid when top and bottom surfaces are modelled using separate sources, much like in this work, in addition to larger structures, such as the clawpole surfaces.

In the formulation carried out in this work, the blade and surfaces are separated into their individual constituents; fan blade surfaces are split into top (high pressure) and bottom (low pressure) surfaces, while the clawpole surfaces are split into their individual root, side and top surfaces. In doing so, care must be taken in modelling the direction of sound generation.

A simplified test case is shown here, where 8 sources acting radially with a 4th order sinusoid fluctuation are modelled. Figure 3.2(a) shows the clawpole geometry to be modelled, with the sources acting on the top surfaces in a radial direction away from the structure. Calculating the resulting sound pressure distribution in the plane of rotation containing the sources, the sound distribution of Figure 3.2(b) is obtained. Quite clearly, with both sides of the dipole forcing active, sound is propagated into the surface in addition to away from the surface. In order to avoid this effect, the effects of the forcing into the surface are switched off, giving the distribution shown in Figure 3.2(c). Here, there is no sound propagated into the centre of the rotor. In both instances, the sound produced in the near-field has 8 main lobes. These are due to the correlated fourth order sinusoid acting on all surfaces, which is in phase for all surfaces.
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Figure 3.1: Flow chart of CFD and acoustic calculation algorithm
There exists a lobe for both the maxima and minima of the forcing, hence eight lobes for the in-phase 4th order fluctuation.

The switch used applies a Heaviside function to the forcing terms of Lowson’s equation. The Heaviside function dictates that the forcing terms are multiplied by zero when the dot product between the surface normal and the vector between the observer/microphone location is negative. In this instance, the active surface is facing away from the observer, and thus there is no direct influence of the source on the observer. The modified equation is shown in Equation 3.3, where $\mathbf{r} = \mathbf{x} - \mathbf{y}$ is the vector between observer/microphone and source, and $\mathbf{n}$ is the surface normal of the source/surface.

$$c_n = -\frac{\omega}{4\pi^2r} \int_0^{\frac{\pi}{2}} \left( \frac{\text{i}\omega F_i H (r, \mathbf{n})}{a_0} + \frac{F_i H (r, \mathbf{n})}{1 - M_i} \left( \frac{-M_i}{r} + \frac{x_i - y_i}{r^2} M_i \right) \right) \exp \left( \text{i}\omega \left( \tau + \frac{r}{a_0} \right) \right) d\tau \quad \text{(3.3)}$$
3.3 Implementation of an infinite, reflective plane

The implementation of a reflective plane is carried out using the fundamental technique of mirroring sources. This technique essentially ensures that the fundamental Green’s solution is valid in the fluid (given that both original and reflected sources are modelled using the Green’s function), in addition to ensuring that the normal gradient to the wall is zero, a fundamental boundary condition in acoustic theory, that will be discussed in further detail in Section 6. Essentially, for every source that is considered in the calculation, a ‘mirrored copy’ is constructed normal to the reflective plane, it’s movement also being mirrored. All source properties need to be mirrored to allow the calculation to be carried out; force histories, location histories, velocities and surface vectors. Clearly, the implementation of a reflective plane doubles the source count, and roughly doubles the calculation time.

The surface of the reflective plane is assumed to be at a position $y = 0.16$ m, equivalent to the vertical distance between the alternator axis and the reflective plane on the test bench. This yields the need to transform location, surface vectors, forcing and speed properties, in the form shown in Equation 3.4, where the variable $R$ can be the location, surface vector, velocity and force.

$$R_y^{\text{mirror}} = -R_y^{\text{original}} \quad (3.4)$$

In order to validate the implementation, a comparison is carried out between a calculation with reflective sources implemented, and one without. The calculation uses a unit strength dipole acting perpendicular to the wall. The dipole is placed 0.3 meters away from the wall. Two sets of calculations are carried out: the first, Figures 3.3(a) to 3.3(b) show the propagation of a dipole, in the plane of the dipole, with the mirror switched off and on respectively. Figures 3.3(c) to 3.3(d) show the sound pressure level acting on the line $x = 0$.

For the non-reflected dipole (Figures 3.3(a) and 3.3(c)), the typical figure 8 distribution is noted, where perpendicular to the dipole’s forcing direction at it’s origin, there is a low pressure region. Figures 3.3(b) and 3.3(d) show the distributions when the dipole is reflected from a wall at $y = 0$. Clearly, the distribution is accurately mirrored across the wall, with $\delta p / \delta n = 0$, agreeing well with the standard reflecting hard wall boundary condition.

3.4 Validation using a single stationary dipole source

The results of the unit strength dipole are shown in Figure 3.4. The result is compared to an analytical solution of the equation $P = k r$, where $r$ is the distance from the dipole and $k$ is a factor determined from one solution point from the numerical result and $P$ is an absolute pressure value. The pressure result in the numerical solution is the magnitude of the calculated Fourier coefficients. It is known from the literature that this pressure is proportional to the inverse of the distance, thus the comparison to the aforementioned analytical solution. In this case, the numerical solution at $r = 0.02$ is taken, which is equal to $P = 49.02$. To scale the analytical solution correctly, $k = 0.9804$. The correspondence to numerical results thus shows that the sound propagation from the dipole follows the well known $P \propto 1/r$ rule. The numerical solution was calculated at 101 microphone points spread between -1 and 1 meter in the direction of the acting dipole.

3.5 The effect of forcing on radial, tangential and axial sources

The following trials will examine the effects on radial, tangential and axial sources, and their effect on the sound power level for a set of microphones located on a hemisphere above the reflection plane of radius one meter from the source. 66 microphones are used for the integral to determine sound power level. The
Figure 3.3: Reflected source modelling

Figure 3.4: Dipole sound propagation normal to oscillation
12 sources used are of unit strength, located at a radius of 0.05 meters and rotating in the z direction (the x-y plane is the rotation plane) at a speed of 10,000 rpm. 1000 time steps are used for the trials. The sources are equally spaced, having equal forcing (unit force), albeit phase shifted. The effects of a 6th order, 12th order, 18th order and 24th order fluctuation will be examined. The choice of the orders is such that an order is examined which corresponds to the number of sources, a multiple thereof, and orders that are in between multiples of the source count. The existence of a reflective plane is assumed in order to identify effects which may be present in the real generator model. The half dipole approximation is turned on in order to focus the effects on a surface propagating sound in only one direction.

It is shown in these cases that, regardless of which direction the sources are acting, there is similarity in that the sound distribution is generally centred around the forcing frequency (Figure 3.5(a) to 3.5(c)). Note that although the results are displayed as lines for the sake of clarity, only the points define the calculated orders. Given that the system consist of 12 sources spaced equally with equal, albeit phase shifted forcing, only every 12th order has a corresponding sound.

![Graphs showing sound power level vs order for different forcing directions](image)

Figure 3.5: Influences of the forcing frequency on a system with twelve equally spaced sources fluctuating in varying directions.

For the forcing frequencies that occur at a multiple of 12, it is evident that the maximum peak occurs at the forcing frequency, with the respective \(\pm 12\) orders gradually tapering off. The effect here is due to the Doppler shift for rotating sources, and is strongly dependant on the local Mach number.

Also of note is that the sources acting axially are dominated strongly by only one or two orders, with a very strong reduction in the sound power level away from the forcing frequency. This is due to due the half dipole modification. Even with the half dipole approximation switched on, the dipoles acting in the radial and tangential directions produce sound across generally the entire calculated surface, except along the rotor axis for the tangential case. This is because of the direction vector of the sources changes over time with the rotation. For the axial case however, the vector does not change, only the position of
the source, as the vector is parallel to the rotation vector. Due to this, no sound is propagated rearward.

### 3.6 Summary

The implementation of Lowson’s equation into the calculation process has been demonstrated. Computational calculations from Ansys CFX are used as inputs into the Lowson’s equation, modelled using Matlab. The software has been made such that acoustic calculations can be carried out on user defined microphone configurations, be it for the purpose of similarity with experimental work, or for the further integration with external software, such as LMS Sysnoise.

Two main modifications to Lowson’s standard solution have been integrated, namely the half-dipole model and the reflective surface (for modelling of the test stand). The effects these have on the sound field have been demonstrated. In addition, validation with the analytical dipole solution has been carried out in order to numerically test the program. Simple investigations were also carried out to determine the sound generation of several rotating dipoles, and the way that the sound spectra is distributed in these simple cases. This knowledge will be required when analysing the experimentally measured effects that certain geometrical changes have on the sound propagation.
Chapter 4

Experimental results

The following section will outline the experimental results obtained in the framework of this thesis. The chapter will begin by discussing the two measurement chambers used during the work; the ISO sound power test chamber used at the product development department solely for the purpose of testing alternators, in addition to the 9 microphone sound pressure test facility at the research and development centre. The effects of geometrical modifications on the aerodynamic sound generated will be discussed in detail.

4.1 Experimental setup

Two test facilities are used for experimental studies due predominantly to resource availability. The ISO test chamber, used to measure production alternators, follows strict guidelines for the measurement of sound power levels from alternators over a speed ramp. Given it’s purpose built nature, it can provide a wealth of information over a large speed range, with direct analysis of individual sound power orders. Being built and first used in 1997, the test bench offers the possibility of testing alternators using both an internationally recognised testing method, in addition to a well standardised one.

The 9 microphone test bench on the other hand offers the possibility of measuring noise at specific speeds, while also changing microphone positions manually. The analysis software is also somewhat more flexible, allowing separate analysis of microphone spectra in addition to setting measurement duration, sampling frequencies and windowing. This is in contrast to the ISO bench, which is specifically designed for the measurement of sound power levels, with some possibility of determining directional noise characteristics. In addition, the ISO test bench provides little opportunity for changing measurement settings.

4.1.1 ISO test facility

The ISO test facility conforms to the DIN 45635 test standards, the German equivalent to the ISO 3745 standard [1, 3]. Although a more recent version of the standard exists [4], the test bench has not to this stage been updated to reflect these new standards. Comparison of the two standards yields two main differences; the pressure and temperature correction (discussed in Section 4.2) is slightly different, as are the microphone positions, whereby the newer standard contains 20 microphones instead of 10, all of which have different positions compared to the older, 10 microphone specification.

The test chamber is semi-anechoic, whereby all walls (except the ground) are covered in sound absorbing wedges that absorb outgoing sound waves and prevent reflection back into the test chamber. This, in effect, approximates sound propagation in a free-field. The size of the room is 7.8 meters by 5.5 meters.
by 3.5 meters, ensuring that the shortest distance from the generator to a wall is 1.8 meters. The plate that the generator sits on has a diameter of 2.4 meters.

The test bench and the analysis procedure is unique in that it reflects the needs of the alternator development division at Bosch [27]. Aerodynamic tests are conducted such that the alternator is accelerated from 1,000 rpm to approximately 18,000 rpm. The rotation speed of the alternator is measured optically with an optical light and receiver; the light measures impulses given off by a mark on the pulley. Given that the speed range of interest of the alternator model in this work is smaller, and that the ability of the generator to operate at very high speeds is uncertain, speed runs were conducted up to a maximum speed of 12,000 rpm. The alternator is accelerated to this speed at a rate of 100 rpm/s while the pressure signals from the microphones are recorded at a sample rate of 40 kHz. The fact that the sample rate is 40 kHz ensures that, at a speed of 10,000 rpm, all orders up to the 120th are measurable (the system however only calculates up to the 60th order). Results are obtained for each 10 rpm speed increment, meaning that at each speed increment an FFT is carried out over a time signal of 0.1 ms. Over this time increment, a Hanning window is used in order to remove effects due to a non-periodic time sample.

During this measurement time, the alternator undergoes a certain number of full rotations. These \( N \) full rotations are averaged and re-sampled at a rate with which a subsequent FFT produces data points at the first order and multiples thereof up to the maximum measurable order, the 60th; the spectral lines are in 1 order increments. Thus, the energy content is captured at every order and multiples thereof, and there is no need to integrate the orders.

The fact that the system utilises a constant measurement time over the entire speed range leads to more sample points per rotation at lower speeds and consequently less sample points at the higher speeds. An optimal solution would be to sample \( n \) full rotations, where \( n \) is an integer. In such a case, the time signal will be more likely to be fully periodic, given that \( n \) full rotations are measured, while also providing the ability to be consistent with the number of samples per rotation. This has the benefit of ensuring that the resolution of the data is identical at all speed ranges. Unfortunately, such a solution is not available at the ISO test facility.

At each 10 rpm speed interval (0.1 second time measurement interval), the total sound pressure level and orders at each of the ten microphones are determined. The pressure levels calculated are corrected for local ambient conditions (pressure and temperature) using the correction factor discussed in Section 4.2. An average of the sound pressure is then determined by calculating the average energetic value, weighted with the A weighting filter, discussed in Section 4.5. This value is then converted to sound power (to eliminate the dependence on microphone to source distance) by integrating the pressures across the surface forming the microphones.

The alternator is placed on a fully reflective test bench (Figure 4.1). Ten Brüel & Kjær microphones of type 4165 are used to measure the sound pressures. In this work, the orders analysed were restricted to orders 1-16, 18, 20, 24, 30, 32, 36, 40, 42, 46, 48, 50 and 56 due to constraints in the measuring system. Total sound power level is determined as the rms values of the time signal; this ensures that the total sound power level contains all sound (including broadband components), and not only the sound components calculated in the order analysis. The sound power levels from the ISO test bench are given only in A-weighting. The signal processing is carried out using custom built software from Additive GmbH.

### 4.1.2 Nine-microphone test facility

The nine-microphone test facility, rather than conforming to the ISO standards outlined above, allows flexibility in the positioning of microphones. The test bench used is similar to the ISO test facility, in that the alternator is mounted on a fully reflective plane. For the microphone positioning, a mount was
constructed which allowed nine microphones to be placed in a semi-circle either parallel to or perpendicular to the alternator (Figure 4.2). Unlike the system at the ISO test bench, a detailed analysis of each microphone is possible through the data acquisition system. 9 Brüel & Kjær ICP 1/4" microphones were used during the tests. The microphones were calibrated at 1000 Hz within a tolerance of 0.6 dB. The Dactron data acquisition software was used in the testing, capable of accepting up to sixteen channels. Data rate acquisition was conducted at up to 33 kHz, with a frequency resolution of 4 Hz for spectral line analysis. Sample averaging using 100 spectra was carried out. Unlike the DIN/ISO test bench, measurements at the 9 microphone test bench were carried out at constant speed (10,000 and 12,000 rpm), rather than taking measurements over a predefined measurement ramp.
4.2 Temperature and pressure correction

As discussed by Hübner [19], differences in atmospheric pressure, temperature and humidity have the effect of altering sound propagation characteristics. These differences can be related to the differences in the characteristic impedance of the medium in comparison to some standard impedance, where the impedance is \( \rho_0 c_0 \). Hübner’s findings were adopted in the ISO and DIN standards [4, 1], with Equation 4.1 showing the pressure correction from the older ISO 3745-77 [1] and Equation 4.2 from the newer ISO 3745-2003 standard [3]. The ISO system automatically accounts for the temperature and pressure differences using the older DIN standard; although the standard is not up to date, given that the atmospheric conditions (atmospheric temperature, \( t_0 \), and pressure, \( P_0 \)) at the test locations are close to that at sea level, and thus in both instances the correction close to zero, a large difference between the two corrections does not result.

\[
K_0 = 20 \log \left( \sqrt{\frac{293}{273 + t_0}} \frac{P_0}{1000} \right) \quad (4.1)
\]

\[
K_0 = 10 \log \left( \sqrt{\frac{313.15}{273.15 + t_0}} \frac{P_0}{1013.25} \right) + 15 \log \left( \frac{296.15}{273.15 + t_0} \frac{P_0}{1013.25} \right) \quad (4.2)
\]

4.3 Calculation of sound power level from microphone pressure data

The calculation of the sound power level from the sound pressure values obtained from the microphones is calculated as per the standards in [1] and as outlined in the internal Bosch report [27]. These calculations are carried out automatically by the ISO test system; the results from the 9 microphone test bench were left as sound pressure results given that the test planes used for those microphone experiments were not conductive to accurate sound power level measurements; sound power measurements generally require that microphones surround the sound emitter at an equal distance from the sound emitter in order to capture sound propagation in all directions.

The sound power level is calculated from the sound pressure values by obtaining the average of the energetic value of the sound pressures at each of the \( n \) microphones and multiplying them by the representative surface area across which they act. For microphones positioned one meter away from the measured source and located along a hemisphere, this is equivalent to 6.28 m\(^2\) total area. The microphone positions at the ISO test facility are positioned such that it may be assumed that each microphone represents a pressure distribution across an equal surface, thus no particular microphone is unequally weighted. Equations 4.3 to 4.5 show this formulation, where \( L_{WA} \) is the A-weighted sound power level, \( L_{PA} \) the A-weighted microphone averaged sound pressure level, \( L_s \) the measurement area constant, \( K_0 \) the ambient pressure and temperature correction from Section 4.2, \( n \) the number of microphones, \( L_{PAi} \) the A-weighted sound pressure level at the \( i \)th microphone, and \( A_s \) the measurement surface area enclosed by the microphones.

\[
L_{WA} = L_{PA} + L_s - K_0 \quad (4.3)
\]

\[
L_{PA} = 10 \log \left( \frac{1}{n} \sum_{i} 10^{0.1 L_{PAi}} \right) \quad (4.4)
\]

\[
L_s = 10 \log \frac{A_s}{1} \quad (4.5)
\]
<table>
<thead>
<tr>
<th>Test</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>24</th>
<th>32</th>
<th>36</th>
<th>40</th>
<th>48</th>
<th>56</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.5</td>
<td>68.4</td>
<td>83.3</td>
<td>75.6</td>
<td>73.9</td>
<td>75.0</td>
<td>94.0</td>
<td>88.3</td>
<td>90.7</td>
</tr>
<tr>
<td>2</td>
<td>75.1</td>
<td>72.2</td>
<td>82.9</td>
<td>71.8</td>
<td>73.3</td>
<td>76.6</td>
<td>91.7</td>
<td>84.8</td>
<td>83.4</td>
</tr>
<tr>
<td>3</td>
<td>77.3</td>
<td>70.3</td>
<td>82.2</td>
<td>75.0</td>
<td>74.3</td>
<td>76.9</td>
<td>93.0</td>
<td>85.5</td>
<td>85.2</td>
</tr>
<tr>
<td>4</td>
<td>78.9</td>
<td>69.4</td>
<td>83.7</td>
<td>75.1</td>
<td>73.0</td>
<td>74.3</td>
<td>91.1</td>
<td>85.9</td>
<td>89.9</td>
</tr>
<tr>
<td>5</td>
<td>78.5</td>
<td>68.4</td>
<td>83.5</td>
<td>75.0</td>
<td>73.7</td>
<td>74.9</td>
<td>91.0</td>
<td>86.2</td>
<td>89.8</td>
</tr>
</tbody>
</table>

| Std. Dev. | 1.53 | 1.58 | 0.556 | 1.54 | 0.504 | 1.14 | 1.31 | 1.32 | 3.29 | 0.916 |
| 95% Confidence. | 1.34 | 1.38 | 0.487 | 1.35 | 0.441 | 1.00 | 1.15 | 1.16 | 2.88 | 0.803 |

Table 4.1: Sound Pressure Level [dB(Pa^2)] of reference geometry on different days

4.4 Repeatability of experimental results

In order to validate the numerical results, the measurement of a reference geometry is repeated over a period of time to determine repeatability of measurements. A sensitivity study was conducted to determine how these results varied on a day to day basis, shown in Table 4.1. These results were from experiments conducted at the 9 microphone test facility, as those facilities were used throughout a period of several weeks, and thus results obtained could show the sensitivity expected. Clearly, individual harmonic results were noted to have a 95% confidence interval of up to approximately 3 dB for the 12,000 rpm reference geometry case. The 95% confidence level of the total sound pressure level was approximately 1 dB. Being conducted on different days, several reasons for variations are possible; the installation and re-installation of test microphones and stands, microphone recalibration and atmospheric conditions all have a bearing on repeatability (note that atmospheric pressure and temperature corrections were not carried out during the 9 microphone tests).

Given that the 9 microphone system does not automatically output order data, the spectra are integrated over a band of 200 Hz (at 12000 rpm, this equates to 1 order; half an order to the left of the frequency of interest, half an order to the right). The integral is so sized in order to ensure that energy leaked away from the exact frequency corresponding to the orders (due to, for example, small inconsistencies in the symmetry, fluctuations in the speed or windowing of data) is contained within the energetic calculation. Examples of these spectra will be shown in more detail in Section 4.7.

4.5 The A-weighting

The ISO system at the product development division, given the customer focus placed there, uses the A-weighted filter for the analysis of sound data. This filter modifies power levels across the frequency spectra with respect to the varying sensitivity of the human ear to different frequencies, based on the sensitivity curves at 40 phons. The adjustment to the sound pressure and sound power levels to the corresponding A-weighted values is carried out using Equation 4.6, where \( f \) is the sound frequency in Herz, and \( \Delta L_A (f) \) is the delta to the unweighted sound power level.

\[
A(f) = \frac{12200^2 f^4}{(f^2 + 20.6^2)(f^2 + 12200^2)} \sqrt{f^2 + 107.7^2} \sqrt{f^2 + 737.9^2}
\]

\[
\Delta L_A (f) = 20 \log \left( \frac{A(f)}{A(1000)} \right)
\]
Figure 4.3: Upstream shield and various rib designs. (A) Shield design without ribs, (B) square rib design, (C) rounded rib design and (D) aerofoil-type design

4.6 DIN/ISO 10 microphone sound power tests

The following section outlines the experiments carried out at the ISO test bench. A variety of geometries were tested, based on the reference design shown in Section 1.5. In particular, the aeroacoustic noise effects due to the introduction of upstream ribs is shown, in addition to the types of rib design, clawpole geometry and fan design. Further influence on rib positioning is also investigated. The investigations are carried out on a speed ramp between 1,000 to 12,000 rpm, with detailed spectra analysis carried out generally at 10,000 rpm.

4.6.1 Effect of upstream ribs

Figure 4.3 shows the four rib designs used in order to test rib design effect on noise production, in addition to the end shield used to hold the ribs. Each rib design is tested independently of the others (i.e. test 1 with four ribs of design A, test 2 with four ribs of design B etc). Design A is a design that retains the shape of the shield such that investigations without ribs can be carried out. Design B introduces square shaped ribs. Design C is based on design B, albeit with smoothed edges of radius 2 mm. Design D introduces an aerodynamically smooth profile. The purpose of these various rib designs is to firstly determine the effect of upstream ribs on sound generation, and secondly the influence that aerodynamically favourable surfaces have on improving the downstream flow and thus aerodynamic noise generated. In this section, only the differences between design A and B will be discussed, in order to determine how strong the influence of upstream disturbances is on noise generation. Section 4.6.3 will discuss in further detail the other rib designs.

The effects of removing the upstream ribs (using design A instead of design B) are clearly shown in Figure 4.4 for the case with the standard clawpole fingers (without chamfers) and with a smooth cylinder (see Section 4.6.2 for a description of the clawpole geometries). Both results are shown here, as they show an indication of the noise influence the ribs have on both the fan generated noise in addition to the total generated noise, and thus can be concluded the influence that the ribs have on the clawpole generated noise.

Total sound power without the ribs (Figure 4.4(a)) is reduced by almost 6 dB(A), which is equivalent
to one fourth the energy of the end shield with design A ribs (a 3dB reduction being a halving of the sound energy). Without the ribs, the surfaces within the rotor undergo a fairly constant pressure as the rotor rotates relative to the stator. Small scale disturbances are in any case present, such as the pressure fluctuations in the turbulent boundary layer. Vortex shedding from the fans due to pressure differentials from the top and bottom surfaces are also present. With regard to the stator holes as a noise source, this is expected to be minimal as the rotor in this case is a smooth cylinder; stagnation pressures generated at the holes of the casing would propagate onto the rotating cylinder, but, given the consistency of the surface, would not change and thus would remain a stationary pressure distribution. This noise generating mechanism will be discussed in further detail in Section 4.6.2, where it will be shown that the effect of the rotor and stator interaction due to these holes in the casing (see Figure 1.1) has a predominant influence on the 40th, 48th and 56th orders. These orders are not present in Figure 4.4(a).

It is also noted from the results without ribs and without clawpoles that there are no dominant orders. Even the 12th order, the first blade passing frequency from the fan blades, is essentially at levels equal to surrounding broadband related orders (for example, the 11th and 13th orders). This suggests that, in this case, broadband noise sources play more of a role in sound generation than the constant pressures on the blades, which would be expected to generate sound at distinct orders (blade passing frequency and harmonics). From the theory of Section 2.4.1, it was shown that steady and unsteady loading can play at least an equal part in noise generation, whereby from the theory of Gutin and Lowson, the noise should only be generated at orders equivalent to multiples of the number of surfaces. Clearly, the constant loading has little influence on the blade harmonics as its contribution is below that of the broadband contribution. Essentially, any sound generated at frequencies other than the symmetry of the system (in this instance, without clawpoles, the 48 holes and the twelve blades yield a 12 symmetry) must be due to random turbulence which reduces the periodicity of the blade loading, or indeed inconsistencies in the geometry itself which undermine the assumption of symmetry and equal blade spacing/shape.

The sound results with the ribs once again highlight the importance that temporal changes in the rotor pressures have. The 12th order, the fundamental blade passing frequency, increases by 30 dB(A) due simply to the upstream ribs and the wake they cause in the rotor. Total sound power levels increases by 6 dB(A). The result also once again confirms the need, as was discussed in Section 2.4.1 of modelling the transients in the numerical simulations. The assumption that the temporal averages of the blade surface pressures do not change significantly with the upstream ribs is not valid, the instationary rotor-stator interaction showing a significant contribution to total and tonal noise.

The results with the clawpole assembly (Figure 4.4(b)) show that the effect of the ribs, at least with respect to total sound power level, are minimal, with a reduction of only 0.3 dB(A) noted with the removal of upstream ribs (design A). It is clear that with the clawpoles, the dominant orders are no longer only
the fan blade orders, taking the fundamental 12th order as an example. The clawpole itself generates significant noise sources at the 40th, 48th and 56th orders, in addition to some contribution at the 4th and 16th orders. These sources will be discussed in more detail in the following chapter, in addition to how these sources change with small changes to the geometry. Clearly, the introduction of the ribs in this system only influences significantly the lower orders; the higher orders, due to the interaction between the clawpoles and the casing holes, are affected only minutely.

Clearly, the upstream ribs, although being closest to the blades, also have an influence on some of the clawpole orders. In particular, a very strong influence is noted at the 4th and 16th orders, with the 8th order being particularly weak. Although the clawpole structure consist of eight equally spaced, equally shaped surfaces, these surfaces do not necessarily share similar pressure distributions. This is due to the placement of the symmetrical 12 bladed fan, which introduces a variation from clawpole to clawpole for every second clawpole (12 fan blades and 8 clawpoles yields a symmetry of 4). Thus, only every second clawpole undergoes similar pressure distributions, the fundamental clawpole order thus becoming the fourth. The influences of the ribs on these lower orders is evident as seen in Figure 4.4(b) but does not necessarily imply a direct influence on the clawpoles; given the proximity of the fan blades to the clawpoles themselves, any variation to the fan blade forces also influences the clawpole pressures, in particular at the root of the clawpole. The variation of the clawpole orders due to the ribs can thus be twofold; a direct influence of the flow impinging on the clawpoles from the ribs, and an indirect effect of the different fan blade forces acting on the local clawpole surfaces. These two effects are naturally coupled and cannot be isolated, as a changing pressure has influences on the local flow.

The influence of the ribs on higher orders is not as significant. Given the dominance at these orders and their small change, the change in total sound power level is minute. It is noted however that for these higher orders, the small influence of the ribs is a positive one; the ribs slightly reduced the higher orders associated with the interaction between the clawpoles and the casing holes. The ribs have the effect of reducing the well correlated, 48th order pressure fluctuations at the clawpole surfaces, and introducing a lower order (predominantly 4th) fluctuation due to the ribs. This effectively shifts some of the energy from the higher orders into the lower ones; this is noted in the results as an increase in lower clawpole orders and a decrease at higher orders.

### 4.6.2 Effect of clawpole geometries

Figure 4.5 shows the investigated clawpole designs. Design A is a cylindrical surface designed to allow investigation of noise surfaces purely from fan sources. The cylindrical design drastically reduces the noise generation otherwise associated with clawpole/stator interactions. Design B introduces a typical alternator clawpole shape. As discussed in Section 1.5, only half of a typical rotor is modelled in the axial direction. Thus, there are eight clawpole roots and finger-middles modelled, in addition to eight opposing tips. Design C introduces details common to existing alternator rotors; a partial root-chamfer at the leading edge designed to reduce interactions with the stator, in addition to a complete trailing edge chamfer often introduced in alternators for magnetic noise reduction.

The results from Section 4.6.1 will be once again referred to, in this instance with a focus on the differences between the measurements due to clawpole geometries. In addition to a comparison between the cylindrical structure and the clawpoles, a comparison will also be made with the chamfered clawpole. Two comparisons are presented in Figure 4.6: one comparison with the A-side fan geometry in place, the other comparison without the fan blades, in order to segregate orders affected by both clawpoles and fan blades (for example, the 24th order).

It is noted that the addition of clawpole structures to the variant with the fan blade increases the total sound power at 10,000 rpm by up to 3.7 dB(A) for the geometry without chamfers, the chamfered
Figure 4.5: Clawpole designs (A) smooth cylindrical surface, (B) simplified clawpole design, (C) clawpole design with leading edge root chamfer and trailing edge chamfer

Figure 4.6: Effect of clawpoles on sound propagation at 10,000 rpm
clawpole adding less sound energy, 2 dB(A). Without the fan blade, the increase in sound power level is significant, with the chamfered clawpoles alone adding 14 dB(A). An additional 5 dB(A) occurs with removal of the chamfers. Clearly, the added energy is predominantly at the higher orders, in particularly the 40th, 48th and 56th, whose influence from the fan geometries is minimal, at the level of broadband energy. Comparison between the fingers without fans indicates that the additional clawpoles introduce energy predominantly at every 8th order, due to the eight symmetrical, equally spaced claw fingers, with a general concentration of energy at the higher orders. The numerical analysis in Section 3.5 showed how a concentration of energy occurs at the frequencies of the excitation, with energy contributions also at orders corresponding to ±n, where n is the number of symmetrical surfaces, in the case of the clawpoles, this being eight.

Observing further the results without the fan, it is clear that some energy is also focused at the 16th and 24th orders, with the 8th order not being particularly strong. This would come to imply a fluctuating disturbance focused at this 16-24 frequency range, but observation of the speed curve (Figure 4.7) for the normal pole finger shape indicates that the strength of the 16th and 24th orders begins to weaken at about 9,000 rpm and continues to do so up to 11,000 rpm. From 11,000 rpm, these orders are noted to be of the order of the 8th, as expected. Otherwise, the 40th, 48th and 56th orders once again predominate, indicating the presence of a forcing fluctuation centred around these high frequencies, due to the interaction between the clawpoles and the 48 openings. The fact that orders ±8 are influenced is due to the Doppler effect for symmetrical systems. The general increase in sound power level from the system without fan, even for orders between every 8th, can be contributed to the increase in broadband turbulence due to the addition of the fingers.

4.6.3 Effect of rib shape

The rib designs investigated have been briefly mentioned in Section 4.6.3, their respective cross-sections are shown in Figure 4.8. As previously mentioned, a rectangular rib, slightly rounded rectangular rib, and a streamlined rib are investigated. Studies into the effects of the ribs are carried out on only the geometry with cylindrical clawpoles, as the studies from Section 4.6.3 indicated that the ribs themselves have a marginal influence on the clawpole noise but more so on the fan noise, as in that case most of the energy was centred at the orders caused from the clawpole and casing hole interactions. The results are
Figure 4.9: Speed ramp of various rib geometries and the effects on total sound power level and particular orders

shown in Figure 4.9 for the entire speed ramp, with the first 4 fan orders displayed. Given that without the clawpole structure only the first four fan blade orders are present, these are also the most considerable sources of sound.

The results indicate quite clearly that across the entire speed range, for all types of ribs, the 12th order dominates. This is due to the fundamental forcing frequency on the blades, caused by the disturbance from the ribs, occurring at a low excitation harmonic; the fact that there are four ribs induces a base 4th order fluctuation. Irrespective of the frequency content of the produced vortices behind the ribs, the fundamental disturbance on the blades remains lower order, thus inducing stronger lower order blade passing harmonics. It is expected, as analysed in Section 3.5, that a change in the rib number, in particular to a much higher count, would thus in turn produce a subsequent shift in the frequency behaviour, much like the centreing of the energy at higher frequencies that occurs due to the interaction between the high number of holes and the clawpole surfaces.

Given the significant weighting on the 12th order, the total sound power level is strongly dependant on this order. At very low speeds, it is quite clear that the streamlined shape yields very low 12th order noise due to the smaller wake region downstream of the rib. At higher speeds, it is clear that the noise becomes similar to that of the slightly rounded rib.
It is also noted that, in comparing the square ribs and the rounded ribs, the reduction of the main 12th order occurs as expected due to an overall decrease in the downstream wake, however this is combined with a slight increase of the 24th order. This implies a slight increase in the frequency content of the wake impinging on the surfaces. Rounded surfaces generally have higher Strouhal numbers than square cross-sections, which tend to produce a wake of shorter length scale [33]. This is indicative of a higher frequency excitation component from the ribs acting on the rotating surfaces.

At higher speeds, it is noted that the difference between the rounded ribs and the streamlined ribs becomes reduced. This is due most likely to an increase in the flow rate with the streamlined ribs, given that the streamlined ribs have a smaller inlet cross-section presence. The size of the inlet cross-section influences the flow entering the alternator, and from the simple relationship from Mellin and Soufran [28], it is clear that a general increase in flow throughput yields, generally speaking, an increase in total sound power. The benefits of the streamlined inlet disturbances are thus at higher speeds not as clear; the general expectation of lower sound due to reduced wake is not entirely evident due to the subsequent increase in flow rate.

4.6.4 Effect of rib shield positioning

An analysis on the effect of end shield positioning is carried out in order to determine the significance such positioning has on the sound propagation. As can be seen from Figure 1.2(b), the alternator end shield is held up by three rods to the mechanical rear part of the alternator assembly. The three shield rotation positions tested here are essentially the shield rotated in increments of 120 degrees. Figure 4.10 shows the influences of this rotation. The similarity between shield positions two and three are quite evident, with only a 0.1 dB(A) difference in total power. Taking the 12th order as an example, an 0.4 dB(A) difference in results. It’s clear from these results that, given the integral over ten microphones and that results are calculated in the far field, the radial rotation of the end shield with respect to the surroundings has a small impact on the sound emission from the generator.

The differences from both these to the shield position 1 results however is more significant. It should be noted that this test was conducted on a different day, and thus the results may be somewhat different due to small variations in the ambient atmosphere. In this case, total sound power level is up to 0.8 dB(A) lower, with the 12th order varying by up to 3.3(dB(A). The 8th order shows variations by up to 6 dB(A).

4.6.5 Effect of rib number

In determining the effect of rib number, the end shield with square ribs was used. The design B ribs were subsequently replaced with design A ribs (see Figure 4.10). For the two rib cases, the remaining two ribs are 180 degrees apart. Figure 4.11 shows the influence of the rib count on the results obtained. The results are shown at 8000 and 10000 rpm, in order to obtain a clearer view of the influenced spectra. It is clear that the higher clawpole orders are not influenced, once again since they are due to the interaction between the clawpole surfaces and the stator holes, this region being only marginally influenced by the downstream conditions. The greatest influence is clearly at the 12th and 24th orders, the first two blade passing frequencies of the fan blades.

From the discussion in Section 3.5, it is expected that a reduction in the number of ribs should shift the frequency concentration to lower orders, thus reducing the influence at the 12th order. Given that the energy of the sound across the frequencies tapers off from the fundamental forcing order, it is also to be expected that the difference between the first two fundamental frequencies should be smaller when the forcing frequency is reduced. This occurs given that the central lobe is shifted to the left (due
Section 4.6.6 Effect of fan size

Two fan geometries were tested in order to determine their influence on sound spectra and power levels, shown in Figure 4.12. Both fan blades are based on typical fan blades used in Bosch alternators; low airflow fan blades used generally on the A-side of alternators, with high-airflow fans generally used on the rectifier side, due to the need to overcome higher pressure losses from the B-side electronics.

The effects of the two fan geometries are shown in Figure 4.13 for the case with no ribs obstructing...
Figure 4.11: Effect of rib count on sound spectra

(a) 8000 rpm

(b) 10000 rpm

Figure 4.12: Fan blades tested; backward swept, low airflow fan (left) and forward swept, high airflow fan (right). Rotational direction is anti-clockwise
the inlet flow and for a case with the total geometry; upstream obstructions in addition to clawpole structure. Quite clearly, the increase of the fan size has the general effect of increasing total noise, across the entire frequency range. There is some concentration of the sound energy of the B-fan at the 5th order when there are no upstream disturbances present, due possibly to incoherent turbulent structures entering the alternator thus causing uncorrelated forcing on individual blades. Much as the case with the smaller fan blades, there is no prevalent blade passing frequency present.

With the introduction of obstructions, a very large difference is noted between the two fan blades at all frequencies. The change in the 12th order is particularly noteworthy, over 12 dB(A), with a total sound power level change of 6.5 dB(A). The lower clawpole orders, the 4th and 8th, are also noted to change quite significantly. This implies, as mentioned in Section 4.6.1, the sensitivity of the clawpole roots to the impinging pressure forces from the fan blades, in addition to the general increase in broadband levels. The variations at the higher clawpole orders are not as significant, once again demonstrating that these local interactions are not very strongly influenced by upstream conditions. The general increase in sound power level over all orders, including minor orders between every fourth, implies additionally a noise increase due to a general increase in flow rate, which increases pressure amplitudes in the system, and also turbulence.

### 4.6.7 Sound power level dependence on rotational speed

As discussed in Section 2.3, the dominance of particular source types can be determined by observing the sound power level dependence on Mach number, which in turn is proportional to the rotational speed. In order to show this, results from the alternator with design B clawpoles and ribs (the reference geometry) are analysed, as this geometry includes all sources of interest. The logarithm of Equation 2.23 is written below, where the term $L_{W(d)}$ is in this case in the units of log$_{10}$ $P^2$.

$$L_{W(d)} \propto 6 \log_{10} M$$

(4.7)

Figure 4.14(a) shows the average solution of three measurements taken with this geometry. The curve is plotted once again, with the sound power level shown in log$_{10} \text{Pa}^2$ and the speed in log$_{10}$ (rpm). A linear curve fitting is carried out between 4,000 and 12,000 rpm. The 95% confidence bounds of the gradient of this curve are calculated to be 5.947 to 6.043. This agrees very well with the $M^6$ dependency of sound power level for dipole sources from the theory discussed in Section 2.3, hence confirming that the aerodynamic sources of the alternator geometry are predominantly dipole in nature.
4.7 9 microphone sound pressure tests

Further studies were conducted on the 9 microphone test bench at the research facility due to resource limitations at the ISO alternator test bench. Comparisons of results from the two measurement systems will not be carried out, given the differences between microphone positioning in addition to microphone distance to the alternator. Furthermore, the microphone positioning (either in a lateral or longitudinal plane, see Figure 4.2) are not adequate for measurement of sound power levels, such as those from the ISO test bench. For sound power measurements, the positioning of the microphones must be such that an approximation to an enclosed sphere must be represented.

In any case, the experiments conducted at the 9 microphone test bench investigate the effects of certain physical changes in the alternator, and from the theoretical concepts discussed in Section 2 and Section 3.5, provide an initial validation of the theory. Result analysis will be focused on logarithmically averaged values as obtained from the nine microphones used, thus giving a general indication of total sound energy changes. Specific analysis of sound directivity will be carried out in later sections for the purpose of computational comparisons.

4.7.1 Effect of blade number

Figure 4.15 shows typical results from the 9 microphone system. As discussed, an energetic summation is carried out over the 9 microphones in order to determine, as best possible with this microphone layout, a total sound emission spectra. For the purpose of comparing particular frequencies, order calculations are carried out at the main orders by integrating a band equal to 1 order around the corresponding order. For instance, at a speed of 12,000 rpm, the first order corresponds to 200 Hz \((\frac{12000}{60} = 200)\), the 12th order corresponds to 2,400 Hz. Thus, the energy content at the 12th order is the integral of the power spectra between 2,300 Hz and 2,500 Hz. Total sound power levels are shown in the results as straight lines across the spectra.

Figure 4.15 shows the influence on the sound at all orders due to a change in blade number from 12 symmetrical to 8 symmetrical fan blades. The fan blade geometry is left otherwise unchanged. The geometry used in these experiments is the full geometry with clawpole structures; the influence from these clawpoles alone is clearly observed at the higher orders where the change in fan blade number does not have a significant impact. This is to be expected from the analysis conducted in Section 4.6.2 where the higher clawpole orders were seen to change only slightly (no more than 3 dB at 10,000 rpm) with the introduction of the fan blades. Results here are analysed at only 10,000 rpm.
Due to the change from a symmetrical 12 bladed fan to a symmetrical 8 bladed fan, a clear shift of the blade passing frequencies is evident in Figure 4.15. The change from a twelve bladed fan to an eight bladed fan reduces the 12th order by 8.5 dB to a level representative of broadband noise (the peak in the power density is no longer present at the 12th order); the 8th order rises by a similar level. Changes to other fan associated orders are less evident; the 16th order is only slightly higher with the 8 bladed design due to the dominance of that order from the clawpole geometries (as noted in Figure 4.6), while the 24th order has both an influence from the 12 bladed fan (the second blade passing harmonic) as well as the 8 bladed fan (the third blade passing harmonic). The 36th order, on the other hand, has a strong peak with only the 12th bladed fan having an influence, from its third blade passing harmonic. Focusing on the spectral density (and not the integrated orders), it is clear that the 12 bladed geometry produces peaks at every 4th order, while the 8 bladed geometry produces strong peaks at every 8th order. This confirms the previously stated theory that the 12 bladed alternator produces an asymmetry at the rotor, thus exciting, even at the higher, clawpole dominant orders, every 4th instead of every 8th order (for example, the 44th and 52nd orders).

The general level of the broadband noise can be clearly seen by observing the spectral density line. Closer observation of the integrated orders at regions without sound peaks indicates the contribution at the harmonics from only broadband noise. For example, integrating the 12th order for the eight bladed system, in addition to other similarly less affected frequencies, for example, the 36th order for the same fan blade. Here, although no peaks are present in the spectra density to signify the onset of a tonal noise, due to the integration of the broadband noise alone, the order is calculated as approximately 65 dB.

4.7.2 Casing holes and the influence of sound

In order to demonstrate the effect of the hole number in the casing, a geometry was constructed that contains half the number of holes as the reference geometry, each hole being twice as large. In effect, the total outlet area for the fluid remains constant, while the number of holes is changed, in order to ensure that the outlet area remains constant, and thus has little effect on mass flow in the region.

Figure 4.16 shows the influence of the sound generation due to the modified number of casing holes, and it is quite clear to see that, whereas with the reference 48 holes geometry the clawpole sound was centred at these higher orders (the 40th, 48th and 56th orders), the 24 hole geometry generates sound
centred at the 24th order and the clawpole sidebands ±8th orders. A small increase in sound is also noted at the 12th order for the 24 hole stator; this is not due to an increase in the fan generated sound, but is rather due to a harmonic from the 24th order excitation modulated at ±8n clawpoles. Once again, this confirms the influence that certain excitation frequencies have on the noise generated, in addition to the harmonics they effect, as was discussed in Section 3.5.

A direct comparison to the main excitement frequency and the two ±8 side orders is shown in Table 4.3. The main excitement order is very similar for both the 24 and 48 hole cases, with only a 0.3 dB difference noted. For the side harmonics, the 24 hole geometry produces much less energy, both the left and right side harmonics being over 10 dB lower in level than for the 48 hole case. Quite clearly, higher excitation frequencies tend to modulate a greater amount of energy onto the side orders. This finding was also clearly demonstrated in Figure 3.5(a). The difference in total sound generated is quite large, the 24 hole stator producing almost 3 dB less averaged sound pressure over the 9 microphones. This was also noted in the theory of Section 3.5.

<table>
<thead>
<tr>
<th>Stator</th>
<th>Left harmonic [dB (Order)]</th>
<th>Main harmonic [dB (Order)]</th>
<th>Right harmonic [dB (Order)]</th>
<th>Total [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 holes</td>
<td>72.8 (16)</td>
<td>85.2 (24)</td>
<td>75.0 (32)</td>
<td>89.4</td>
</tr>
<tr>
<td>48 holes</td>
<td>85.6 (40)</td>
<td>84.9 (48)</td>
<td>87.9 (56)</td>
<td>92.6</td>
</tr>
</tbody>
</table>

Table 4.3: Influence of stator openings on the main clawpole order and sidebands; the order number is shown in brackets

4.7.3 Effect of selective closure of casing holes

In order to examine the correlation between excitation frequency and noise generated in the alternator further, the reference geometry was used as basis to determine the effects that closing selected openings in the casing has on the sound generation, and, in particular, the sound orders typically associated with the clawpoles. Figure 4.17 shows an example of configuration E, with the closure of every 6th hole in order to excite an 8th order forcing on the clawpole surfaces.

Several configurations were tested with the intention of exciting particular orders generated at the
clawpoles.

**Configuration A (All open)** The reference geometry, with all 48 holes left unchanged.

**Configuration B (1 closed)** The closure of only one of the 48 holes. This has the effect of introducing a short pulsation at individual clawpoles at the time of passing the closed opening.

**Configuration C (3 consecutive closed)** The closure of three consecutive holes, which has the effect of closing the holes that constitute a full claw finger width. In effect, during one full rotation, there will be eight instances where a clawpole experiences a closed stator region. This should create a similar physical effect as Configuration B, albeit over a wider region.

**Configuration D (3 equally spaced closed)** The closure of three equally spaced holes (every 16th hole closed), which rather than introducing an impulse type signal, should introduce a third order fluctuation.

**Configuration E (8 equally spaced closed)** The closure of eight equally spaced holes (every 6th hole closed), which has the effect that whenever a claw finger is positioned below a closed opening, all clawpoles are positioned under a closed opening. In effect, this produces a rotor/stator symmetry.

**Configuration F** The closure of all openings

By selectively closing certain holes, it is expected that a certain frequency component can be modified in the clawpole orders, which entail every 8th order. Figure 4.18 shows the results of these measurements, and indeed a very large influence is noted at the first clawpole order, the 8th order, in addition to clawpole orders below the 40th.

With the reference geometry, which has 48 equally spaced and sized holes, it has been shown that the pressure fluctuations on the surfaces will be predominantly of a 48th order, with harmonics at ±8n orders. By blocking off three consecutive holes (configuration C), a much lower frequency is introduced into the pressure fluctuations experienced at the rotor surfaces; although not necessarily predominantly first order given the impulsive nature of the disturbance, the frequency content must be, in any case,
Figure 4.18: Effect of closing a number of holes in varying patterns
lower than that produced by 48 equally spaced holes. This excites lower orders. At both 10,000 rpm and 12,000 rpm, the first three orders of this variant are strong compared to the other geometries (except the 8 equally spaced geometry). Comparing this to the variant with only one hole blocked (configuration B), a similar tendency is noted, albeit slightly subdued.

The closure of three equally spaced holes (configuration D, in effect, a star shaped closure) influences higher orders in comparison to configuration C, as the forcing frequencies on the rotating surfaces are of a higher order (a predominantly 3rd order in comparison to a lower 1st order). This is the case at both 10,000 and 12,000 rpm, where the three consecutive closed holes generally have somewhat more energy up to the 8th order. From the 24th order, the 3 equally spaced closed produces more sound energy.

In essence, it is clear to see that, with respect to the clawpole orders, if the disturbance contains lower spatial orders, so to will the lower sound orders be influenced. For the case where three consecutive holes are blocked off, which in turn will induce a lower forcing order in the region, it is clear that the 8th order will be strong, while the higher orders, such as the 24th and 32nd, will be weaker.

It is however clear that, with the closure of eight equally spaced holes, the total sound power level becomes the greatest as do the majority of the clawpole orders between the 8th and 32nd. From the discussion in Section 3.5, it is clear that the maximum contribution to sound will occur when the harmonic of the disturbance is equal to the number of surfaces. Therefore, the 8th order will be largest when eight surfaces undergo a forcing fluctuation of the 8th order. Given that the forcing frequency will not be of purely 8th order, but also contains harmonic content (a 16th, 24th, 32nd etc), it can be stipulated that those harmonics will also have their strongest contributions to the sound at those orders. Together, one would therefore expect that most of the sound orders will increase significantly when a forcing frequency equal to the number of surfaces is introduced.

Discussion has been focused on the lower orders here, simply because they are the weakest in the reference geometry case, and are therefore more easily excited. It is clear that the higher clawpole orders (40th, 48th and 56th) remain quite unchanged with the various closing of the holes; in any case the differences are not as significant as those, say, by of 8th order. The reasoning for this is that, even with 8 holes closed, a large portion of the holes remain, and those that do have an angular distance to each other still representative of a 48th order (\(\frac{360}{48}\) degrees). This ensures that the energy content at the higher orders changes only slightly, while the added energy to otherwise weaker orders are more strongly influenced.

The final comparison in Figure 4.19 shows the sound influence of closing all holes in the geometry. With respect to the rotor/stator interactions, this has the effect of removing high frequency fluctuations on the 8 clawpoles. The effect on the sound generation is significant at higher orders, with the energy content at orders higher than the 40th being strongly weakened. Lower orders however indicate a slight increase, in particular the 8th and 12th orders. By closing all holes, a static pressure rise occurs at the inner casing walls due to removal of a part of the outlet, in essence increasing the local average stagnation pressure at the inner casing, this in turn propagating a higher pressure region onto the clawpoles. CFD calculations have shown that the mass flow coming out of the casing holes can account for approximately 37% of the total airflow. Obstructing this mass flow by closing the outlet is the source of the static pressure rise that increases the lower orders. Overall however, given the dominance of the reference geometry at the higher orders, the removal of the holes reduces the total averaged sound pressure level by almost 8 dB due to the overall reduction in pressure fluctuations in the system. This is akin to the reduction of sound due to the removal of upstream ribs (Section 4.6.1), and once again shows the significance that pressure fluctuations have in the system analysed.
4.7.4 Claw geometry modification and its influence of sound generation

From the previous studies, it has been shown how various geometry changes have the influence on the creation of various clawpole orders. The studies with the closure of casing holes suggests strongly that these clawpole orders can in effect be altered with both the systematic changing of the stator, in addition to small changes made to the clawpole geometries (for example, clawpoles with the leading edge rounding at the root surface); in effect, any geometrical change that has an influence on the rotor/stator interaction.

The intention in this section is to show how, with the creation of a particular sound, other measures may be taken to once again modify that source. Using the closure of the holes as an example, it is quite evident that with selective closure of the holes, lower orders can be stimulated due to the introduction of a lower order forcing on the eight clawpole surfaces. In particular, the strongest interaction occurs in the exact region where the clawpole surfaces are closest to the casing. The theory would then suggest that, if the clawpole surfaces were to be bridged exactly in the region where this low order forcing occurs (due to the closure of selected casing holes), the lower orders influenced by this closure would once again be reduced. A significant reduction would also occur at the higher orders, given that the region producing these higher orders is the same. From a perspective of a rotating frame of reference, in bridging the rotating surface there are no multiple surfaces and thus no particular clawpole orders should exist due to interactions in this region (incidentally, much like the cylindrical clawpoles of Section 4.6.2). This was tested by simply covering the clawpoles in the region where the casing holes are prevalent with masking tape, shown in Figure 4.20(a).

Figure 4.19 shows the influence of this partial closure (labelled in the figure as a band) on the stator with 8 closed holes (configuration E) and the reference rotor. The results clearly show that the creation of lower order clawpole sound is due not only to the stator’s influence of inducing a lower order forcing on the surfaces from the closure of every eighth hole, but also the number of surfaces themselves in the region of the predominant forcing; as previously stated, the coupling of an 8th order excitation on eight surfaces. The 8th order, for example, reduces by over 12 dB due simply to the partial closure of the surface. The reduction of the 8th order is not to the level of broadband noise, as the fan blades themselves produce pressures on the clawpole roots, in addition to static pressures on the top clawpole surface. Higher orders are also noted to be significantly reduced by over 15 dB. Although the stator holes are still present in this geometry, the fact that they are interacting with one continuous rotor surface means that those
(a) Geometrical modification of clawpoles

(b) Sound impact

Figure 4.20: Effect of partial closure of the clawpole surfaces
interactions are stationary. Parallels once again can be made with the clawpole cylindrical structure. Of note however are sharp, but relatively weak, orders occurring at the high frequencies. These have a very small effect on the total sound level, and are due most likely to the fluttering of the masking tape during rotation. In any case, one sees that a simple partial closure of the rotor produces significant results when such a closure occurs in the regions where the largest fluctuations occur; in this instance, opposite the casing openings.

4.8 Summary

The preceding section has outlined the measurement procedure carried out within this work. The purpose of the measurements were twofold. Firstly, as a basis for validation of the code developed for numerical aeroacoustic calculations, which will be covered in the following section. Secondly, in order to determine fundamental interactions in the system, which also can be used to validate the theory of Lowson in a simplified sense.

From the measurements, it was found that the removal of key interactions in the rotor/stator system, which cause pressure fluctuations, had a very significant influence on the total sound energy generated. Removal of the inlet ribs was shown to reduce sound power levels by over 6 dB(A), implying that the pressure fluctuations occurring at the blades can increase the total sound energy by a factor of up to 4. This significant reduction due only to the ribs also implies the dominance of the rotor sources on sound production; the addition of upstream ribs only influences the flow entering the rotor, and hence the pressure changes occurring on the rotor surfaces. For the case of the clawpoles, the pressure fluctuations due to the interactions between the clawpoles and the holes in the casing can contribute up to 8 dB to the total sound energy produced. These investigations once again confirm the need in considering the pressure transients in the alternator system, discussed in Section 2.4.1. Analysis carried out over a typical speed ramp showed also the dependence of the sound on the 6th power of the Mach number, thus proving the dominance of the dipole as a source of sound. This indicates the appropriateness of using a transient method that considers only dipoles as the chosen method for acoustic calculations. Lowson’s method satisfies this requirement.

General studies were also conducted in order to determine geometrical influences on spectral distribution of the sound. It was found that, as shown in Section 3.5, the dominance of particular orders is characterised by the forcing frequency acting on the rotating surfaces. The orders that have a significant sound contribution is dependant on the rotor surfaces; if symmetry prevails, than only those orders and harmonics thereof related to the symmetry will have strong contributions that are above the level of broadband noise.
Chapter 5

Numerical results and experimental validation

Having covered the implementation of the technique for the calculation of aeroacoustic sources and their propagation in Chapter 3, focus will now be placed on results pertaining to the actual generator model. These results will have a focus on the CFD calculations carried out, in addition to the sound calculations carried out numerically using the code based on Lowson’s equation. The fluid dynamics and acoustics of two configurations will be analysed, these being the full geometry with clawpole surfaces in addition to the geometry without clawpole surfaces. These geometries are most relevant for the alternator application; the full geometry represents well the alternator system and the main aeroacoustic noise sources, while the geometry without fan blades can be used to estimate the noise sources alone from the clawpole fingers. The chapter will conclude with a calculation used from a real application in order to appraise the applicability of the tool in industry.

5.1 CFD simulation details

From Section 2.4.1 in addition to several measurements discussed in Section 4, the necessity to capture transient changes to surface pressures for geometries with even minimal upstream disturbances yields, subsequently, the requirement to model the instationary flow. It has already been shown that these transients can influence total sound pressure and power by up to 8 dB, in addition to being essentially the sole mechanism that produces tones for the simplified alternator geometry. These transient numerical results will be highlighted throughout this section. Stationary simulations will not be thoroughly analysed, as their purpose was to provide an initial estimate of the flow field in order to ensure quicker convergence of the transient simulation. The actual results of the steady state simulations were not always converged to provide an accurate solution, but rather to provide a good initial fluid solution for the transient computations. Given this, analysis will be limited to solutions of the transient simulations, with particular emphasis placed on regions of significant fluctuations. From this, an analysis of the fluctuating surface forces will be carried out, in order to provide the necessary input into the acoustic formulation.

The mesh constructed for the reference model consists of 2.5 million hexahedral elements; of these 2.5 million elements, 1.3 million are used inside the rotor domain. The constructed mesh consists of four separate assemblies: a fan blade assembly together with a clawpole assembly models the rotating domain while separate near field and far field assemblies model the stationary domain. In the stationary domain, the near field assembly models the stationary components while the far field domain was used to mesh the fluid out into the outer opening boundary condition, the size of which is 3 alternator diameters. Figure 5.1 shows the mesh and geometry of the reference one-quarter model. For the model without
fans, a one-eighth model was constructed, as the fan blade no longer restricted the need for a one quarter model. The mesh constructed consists of 780,000 hexahedra elements. Similar boundary conditions were placed on key surfaces and interfaces for both models.

The fan and claw-pole assemblies are modelled as a rotating domain with a particular rotational speed. The two models discussed herein were carried out at 10,000 and 12,000 rpm. Although experimentally, in particular at the ISO test bench, wider speed ranges were measured, only at these higher speed levels is the aerodynamic noise dominant over possible mechanical noise components, such as bearing noise. Sound curves as shown in Section 4 over the speed were seen in this region to have a well behaved progression, with no resonance peaks noted that would otherwise suggest a non-aerodynamic behaviour.

The stator and environment assemblies are stationary domains. All meshes created for the various geometries are constructed using a hexahedral blocking scheme. This scheme involves constructing each of the assemblies through a number of blocks, each constructed such that it represents the underlying structure. Such a meshing scheme allows accurate control of mesh quality and permits the use of a predominantly hexahedral mesh, which is known to produce more accurate results when compared to a similarly fine tetrahedral mesh [7]. In such a scheme, cells can be aligned in the flow direction, thus resolving velocity and pressure gradients accurately.

In order to connect the several assemblies, domain interfaces need to be defined between assemblies. In regions where two stationary assemblies are joined, a simple fluid to fluid domain interface is used, whereby flow variables are simply transferred between the two assemblies. In this instance, GGI interfaces are used. These connections use an interpolation function in the event that node placement between surfaces is not one-to-one. Periodic interfaces function in a similar fashion, whereby data is transferred across the surfaces defining the interface. Periodic interfaces are used in order to relate one side of the generator mesh to the other; in the quarter model case, this involves the transfer of data at the 0 and 90 degree surfaces, shown in Figure 5.2. This allows a reduction in modelling requirements, as only a symmetrical part need be modelled. Where possible, periodic interfaces were constructed such that one-to-one interfaces, instead of GGI interfaces, were used. This negates the need for interpolation schemes, as a direct connection exists between the relevant nodes.

Domain interfaces between rotating and stationary components are more complex. For the stationary flow simulations, a combination of frozen rotor and stage interfaces are utilised. Stage interfaces generally produce a better approximation of the average flow through a system as the flow variables are circumferentially averaged at the interface thus taking into account time averaging effects [24]. However, they are not appropriate in regions where the circumferential change in flow variables is large compared to the
component pitch. This is the case between the clawpole and stator structure, whereby the interactions between the flow and ventilation holes results in a rapidly changing circumferential solution. Attempts at simulating the interface as stage failed, thus the need to use a frozen interface. A frozen interface models the interface at a fixed relative position, thus modelling the interaction between the two structures. However, this produces a poor ‘mean’ result as transient interactions are not taken account of. For the full transient simulation, a transient rotor-stator interface is used whereby the relative position of the components is updated for each time step and full interactions are modelled.

With regard to surfaces, all surfaces are modelled as non-slip walls. The surfaces enclosing the entire geometry include the two periodic surfaces in addition to the outer surface and that at the rear of the alternator. These two latter surfaces are modelled as openings, whereby only a relative pressure condition is specified. This allows the flow to both enter and leave the boundary.

Given the resource requirements of simulating turbulence structures consisting of a large amount of scales, a turbulence model mated with the Reynolds Averaged Navier Stokes (RANS) equation has been utilised. The RANS equations modify the flow parameters of the Navier Stokes equations in order to include mean and fluctuating components. In doing so, more unknowns are introduced into the set of solved equations. These equations are then solved by utilising certain statistical assumptions in order to model the turbulence quantities.

For this work, the SST (Shear Stress Transport) eddy viscosity $k-\epsilon$ turbulence model has been utilised given its accuracy in predicting separation. An analysis of various turbulence models is not carried out in this work, but literature indicates that the SST turbulence model generally provides an adequate solution to problems that involve complex flows and separation [6]. Experience using the model at Bosch for similar multiple frame of reference applications has also been positive.

Surface forces on key surfaces, such as blade surfaces and claw-pole surfaces, were monitored during the transient runs in order to determine the convergence of a simulation. Once surface forces displayed well behaved periodicity for each quarter rotation (or one-eighth rotation, as the case for the system
without fan blades), the solution was assumed to be converged. This took, in general, between 2 to 4 full rotations (for the quarter model, this means 8 to 16 cycles through the domain). Once converged, the last cycle (one quarter or eighth rotation for the quarter model and one eighth model respectively) was used with the assumption that the force time history is infinitely periodic.

A high resolution advection scheme has been used throughout, in addition to a second order backward Euler scheme for transient computations. For the transient computations, up to ten coefficient loops were required per time step calculation in order to achieve a target residual RMS value (for both the mass and momentum equations) of $1 \times 10^{-5}$ per time step.

Simulation time for the 2.5 Million element geometry was, using 20 Pentium 4 XEON 2.4 GHz Cores (Quad Core Processors) with 4 GB RAM, approximately 45 minutes per time step; 2000 time steps per full rotation and 2 full rotations results in a simulation time of over 3000 hours (over 4 months simulation time). The 780,000 element geometry (without fan blades) was carried out on 6 cores also at 2000 time steps per full rotation; in this instance, 3.8 full rotations were required for convergence. At approximately 33 minutes per time step, this resulted in a simulation time of over 4000 hours (close to 6 months computational time).
5.2 CFD results and noise generation mechanisms

The following section will focus on the reference geometry, which consists of the lower airflow fan blade, coupled with the 8 finger clawpoles without chamfers. The stator geometry consists of the housing with 48 holes, in addition to the upstream square rib obstructions. From the preceding analysis in Section 4 it was clear that several main noise mechanisms exist in the alternator that account for the aeroacoustic sources discussed in detail in Section 2. It is clear that, for the reference geometry, significant rotor stator interactions occur at both the fan blades in addition to the clawpole surfaces. The fan blade interactions were shown to cause noise predominantly at every 12th order, while the sound energy from the clawpole interactions was predominantly at orders 40, 48 and 56.

Figure 5.3 shows the pressure changes on the high pressure surface of one fan blade over time. Clearly, as the fan blade passes the local obstruction, large pressure changes occur on the surface of the blade. This also occurs on the suction side of the blade. Local to the rib, flow conditions change causing a subsequent change on the pressure induced on the fan blades. Figure 5.4 shows how the inlet obstruction alters the local flow. Flow streamlines in the region indicate changes in the flow direction; an acceleration also ensues locally. These changes in local flow have the effect of causing changes on the integrated surface pressures (the force) as the fan blade passes, shown in Figure 5.4(c). As the fan blade passes directly behind the obstruction, the largest force changes occur.

Figure 5.5(a) shows the pressure contours of the fan blades and clawpoles. In order to clearly show the relative positions of the fan blades and clawpoles, the results are copied and rotated to represent a full 360 degree result. As has been discussed in Section 4 the pressures and local flow generated at the fan blades influences the root surfaces of the clawpole fingers. The fan blades tend to cause a local pressure drop due to the accelerating flow between the clawpoles and the fan blade, seen in Figure 5.5(b). Further away from the fan blades, a general rise in pressure is noted. This is due to two mechanisms; firstly, the high pressure generated at the top surface of the fan blade impinges onto the clawpole roots. Secondly, this is also due to the stagnation region generated at the stator flow exit. Figure 5.5(c) shows how these high pressure regions interact with the clawpoles through manner of pressure iso-surfaces at 400 Pa. A high pressure field is generated at both the leading edge of the fan blades as well as at the stator exit.

Figure 5.6 shows the change in clawpole forces over time. In this analysis, the time steps are smaller than that of Figure 5.3 in order to capture the changes occurring as the clawpole surface moves past the stator holes. On the clawpole surfaces opposing the holes, a pressure rise occurs due to local airflow stagnation at the holes. This stagnation pressure impinges onto the rotor, causing a high frequency, 48th order fluctuation. This fluctuation is of particularly high amplitude at the leading edge of the clawpole, where additional stagnation of the flow occurs. The fact that, as shown in Section 4.6.2 a significant noise reduction occurs when a chamfer is added in this region is due to the chamfer reducing the severity of the flow stagnation in a region where large fluctuations prevail.

Figure 5.7 shows in more detail the stagnation region that occurs at the individual casing holes. Due to the rotation of the clawpoles, a local boundary develops at the top of the clawpole surfaces. This generated flow, upon coming into contact with the casing hole outlets, stagnates and thus generates a high pressure region. This region then influences the pressure distribution on the top clawpole surfaces. At the right of the casing hole, the local flow conversely accelerates, generating a local low pressure region which also impinges the opposing clawpole finger. These two mechanisms generate the high and low pressure regions that occur on the clawpole top surfaces.

As discussed in Section 4 the removal of the casing holes greatly reduces the high clawpole sound orders for the reason that these local interactions do not occur. A similar phenomenon occurs when, rather than the eight clawpole fingers, a cylindrical rotor is used. Although in this instance these high and low pressure regions also occur, they do so on a rotating surface that has no discontinuities. In effect,
Figure 5.3: Pressure changes on fan blades over time
Figure 5.4: Local flow effects due to inlet obstruction
Figure 5.5: Pressure distributions on clawpoles and fan blades
Figure 5.6: Pressure changes on clawpoles over time

(a) Clawpole pressure, $t = 8.7625 \times 10^{-3}$ s
(b) Clawpole pressure, $t = 8.775 \times 10^{-3}$ s

(c) Clawpole pressure, $t = 8.7875 \times 10^{-3}$ s
(d) Clawpole pressure, $t = 8.88 \times 10^{-3}$ s

(e) Clawpole pressure, $t = 8.8125 \times 10^{-3}$ s
(f) Clawpole pressure, $t = 8.825 \times 10^{-3}$ s

(g) Clawpole pressure, $t = 8.8375 \times 10^{-3}$ s
(h) Clawpole pressure, $t = 8.85 \times 10^{-3}$ s
the high and low pressure regions remain, with respect to a stationary observer, stationary. On a surface with discontinuities, any fluctuations occurring on that surface will be modulated over orders pertaining to the number of symmetrical surfaces.

5.2.1 Comparison of stator and rotor pressure fluctuations

Figure 5.8 shows a comparison of the pressure fluctuations occurring on both the rotating and stationary surfaces (the naming conventions are described in Figure 1.2(a)). Pressure fluctuation analysis is carried out by splitting the surfaces into smaller 5mm source surfaces and analysing the average pressure of each source surface over time. It is clear that the largest pressure fluctuations occur on the fan blades, these being significantly greater than those occurring at the downstream front shield. Comparison of the clawpole and adjacent casing shows however that the fluctuations are of a similar magnitude.

As previously discussed, the current form of the Lowson’s code only calculates the sound generated by the rotating surfaces. The analysis here shows that, in the case of the fan blades, the fluctuations are much larger than those of the upstream and downstream stationary components. The mechanism of the rotor pressure fluctuations is the downstream generated wake from the ribs. The fluctuating pressure field occurring on the fan blades subsequently impinging the stationary surfaces is of lower magnitude. In the case of the clawpoles and casing, similar fluctuation magnitudes are noted. However, given that rotating pressure field will theoretically generate a higher source strength than a comparable stationary one, as implied by the additional Mach number terms in Equation 2.27, the influence of the rotating pressure field should be higher.
Figure 5.8: Pressure fluctuations on the stationary and rotating surfaces
5.3 Aeroacoustic results using Lowson’s theory

The well converged computational fluid dynamics calculations from the previous section will now be used in the developed Lowson’s Matlab implementations, as per discussion in Chapter 3. Initially, investigations will be carried out on the sensitivity of convergence on acoustic results, whereby several stages of a simulation will be analysed. Additionally, investigations into the influence of microphone resolution on sound power will be carried out, as well as source refinement. Key sources will be highlighted. The influence of a fine, symmetrical mesh will also be shown.

5.3.1 CFD result sensitivity

In the following, results extracted from a transient simulation are compared. The S-Mesh (discussed in greater detail in Section 5.3.5) at 12000 rpm is used for the comparison. A comparison is made between the acoustic results and their variation with respect to the temporal stage of the transient simulation. Referring to Figure 5.9, four acoustic simulations are conducted using in all cases a 16 source model. Two sources are used for each of the fan blades (high and low pressure sides modelled separately), with 10 sources used for the clawpole fingers. 10 microphones are used to reconstruct the sound power, corresponding to the ISO specifications. Results from the CFD simulations are extracted for the last full rotation (segments 1 to 4 in Figure 5.9). Each quarter rotation is then used in the Lowson’s code, with the assumption of periodicity for the forces during that quarter. The results are compared in order to indicate whether convergence, from a numerical acoustic perspective, has been reached. Additionally, an analysis is also carried out using the last full rotation, segment 1-4, thus negating the need to assume 1/4 force symmetry.

Referring to Figure 5.10, a fairly significant variation is noted at several harmonics dependant on the section of CFD results used to define the sources. This indicates that the solution is not entirely converged or simply does not posses the periodicity assumed. In any case, the strongest orders are predicted fairly similarly for all four time segments, these being the 12th order (the blade passing frequency) and the 40th, 48th and 56th orders, which are due to the aerodynamic interactions between the clawpoles and
the stator holes. The other orders, that occur predominantly due to asymmetry in the rotor (such as that due to fan/clawpole asymmetry, as previously discussed) show significant variation between the time segments.

5.3.2 Refinement of surface model

Taking the surfaces used in the previous section, a refinement of the source distribution is carried out. A script is used to in CFX-Post to split specified surfaces into a user defined minimum size. A comparison is made using the last quarter of the results shown previously, with several distributions of sources: 1) using the 1 source per surface solution shown previously, thus in total 16 sources (maximum surface size equivalent to the depth of the clawpole finger, 24 mm) 2) using a maximum source size of 10 mm, which produces a total set of 121 sources, 3) using a specified source size of 5 mm, producing a total set of 327 sources and 4) using a maximum source size of 2.5 mm, producing a total set of 1000 sources. Referring to Figure 5.11 which shows the source distribution using 1000 sources, the selected surfaces are split into square elements, the maximum length of a side of each element being regulated by the maximum source size specified.

The forces used in the Lowson’s implementation for particular sources are the integrated pressures acting on those source segments. So, for example, when 16 sources are used to reproduce the 16 selected surfaces, only 1 source is used per surface. The pressure on the entire surface is integrated with respect to the area of that surface to determine the input force. For the one thousand source case, the integration is carried out over the surface partitions, thus providing a more accurate representation of localised effects.

The influence of the source sizes is shown in Figure 5.12. It is noted that, up to an including the 24th order, results vary very little with source refinement. For the 12000 rpm case shown, the 24th order corresponds to 4.8 kHz, a wavelength of approximately 7 mm. The 121 source model begins to deviate from the solution at the 40th order (8 kHz, 4.25 mm wavelength) while the 327 source model accurately represents the acoustic solution up to and including the 56th order (11.2 kHz, 3 mm wavelength). In any case, we note that for the frequencies of interest, a maximum source size of 5mm is sufficient to take into account localised source interactions.
Figure 5.11: Source distribution for the 1000 source case

Figure 5.12: Effect of source refinement on acoustic results
5.3.3 Inclusion of all rotating surfaces

In this simulation, further surfaces are included in the calculation using sources of 5 mm. Essentially, all rotating surfaces are hereby taken into account, including the rear ‘half fingers’ of the clawpole and the radial plate of the fan blade. This is in order to give an indication whether the sources considered as the main sources of sound (fan blade top and bottom surfaces, front clawpole surfaces) are in fact enough for an accurate acoustic calculation. This is compared to the 327 source model used previously. Although the source count is largely increased with the inclusion of additional sources from rear clawpoles, it is important to note that the source density remains unchanged, thus the comparison here is to determine the influence of the entire clawpole structure on sound propagation.

Figure 5.13 shows the results from the use of all rotating surfaces for the calculation (327 sources compared to 660). The variation to the acoustic result is due primarily to the additional clawpole surfaces modelled, clearly seen by the separation of clawpole and fan effects on the sound power level. The addition of the radial plate adds very little sound energy. The clawpoles on the other hand clearly influence essentially all the orders, and not only the ±8 orders, due to the asymmetry caused by the relative positioning of the fan blades and clawpoles.

5.3.4 Microphone resolution analysis

In this analysis, a comparison is made to determine the influence that the number of microphones has on the far field sound field. An accurate solution of the sound power spectra is considered one that does not change with the use of more microphone points. The comparison will be conducted using two different microphone setups: 1) Setup corresponding to a planar analysis, in both lateral and longitudinal directions, which will allow comparison to the 9 microphone test bench from Section 4.7 in order to determine how well resolved the configuration is and 2) a setup corresponding to a sphere at a radius of 1 meter, corresponding to the experimental study conducted at the ISO test facility. For the study, both cases use the 660 full rotor source model as the basis; the source sizes were shown to predict the sound energy well, and should capture any influence microphone number has on the average far field sound propagation.

Figures 5.14 to 5.16 illustrate the variations in the results when the number of microphones is changed.
in both the planar cases, in addition to the spherical measurement. It is clear that in all instances, a microphone count of roughly 50-60 provides a resolution accurate enough for the higher frequencies. It is clear that for lower frequencies, a smaller number of microphones suffices given that the measurement resolution is smaller than the corresponding wavelength. Higher resolutions are affected somewhat more. The spherical microphone configuration, Figure 5.16, shows significant variations with the solution due to an increase in microphones. Here, similarly to the other cases, the energy converges with a microphone count above 50.

5.3.5 Mesh variation analysis

The reference geometry is compared to see how variations in the mesh quality and blocking strategy influence the results. In this instance, a reduced number of sources are used in order to determine in a general sense, the reasoning for any differences. In both cases, each surface is modelled as one source. The sources used for the comparison are the top and bottom surfaces of all three fan blades. The top of both main clawpoles, in addition to the leading edge of both clawpoles, are not used in the calculation; essentially the comparison seeks to find the difference in sound generation from the fan blades between the two meshes. The microphone positioning is parallel to the plane of rotation, using 50 microphones at a distance of 1 meter from the centre of the alternator. This measurement plane is chosen to ensure the highest direct influence from the fan blades.

Figure 5.17 compares the force fluctuations on the suction side of the blades, with the force histories time-shifted for easy comparison. All three blades are shown, for both the M-mesh and the S-mesh. It is clear from the figure that, in general, the forcing fluctuations acting on the blades show a similar form for both meshes. The force fluctuation is evident as the blade passes by the upstream rib. More importantly, however, is the differences occurring from blade to blade. There is a notable difference in the amplitudes on the M-mesh, whereas the S-mesh shows only a slight variation.

The difference between the two meshes is one of symmetry and mesh size (the asymmetrical M-mesh has 3.3 million elements in the rotor, the symmetrical S-mesh has 1.3 million), seen in Figure 5.18. The S-mesh was constructed such that only one blade was blocked and meshed, with the mesh rotated and copied two times, giving a total of three blades in the quarter model. Much the same procedure was carried out with other parts of the geometry; one clawpole finger was meshed, with one copy made to
Figure 5.15: Influence of microphone count on total SPL spectra in the plane perpendicular to rotation $r = 0.6m$

Figure 5.16: Influence of microphone count on total SPL spectra in a spherical plane $r = 1m$
create two clawpole fingers. Furthermore, the casing holes were also constructed once, and copied eleven times. This ensures a perfect symmetry between the consecutive blades and geometries, ensuring that no numerical asymmetry is present. The M-mesh, on the other hand, was constructed such that each of the three blades was meshed independently of one another. In doing so, mesh symmetry is not guaranteed. Furthermore, whereas the periodic boundary conditions are placed evenly in the fluid in the S-mesh, in the M-mesh, given the orientation of the blades, the periodic boundary condition was placed along the suction side of one of the blades.

Table 5.1 indicates the influence of the varying forces on the blades on the acoustic propagation, calculated using Lowson’s equation. The variation in the first 3 harmonics is significant. In this numerical trial, only the fan blades (6 sources extracted from the 6 fan blade surfaces; three fan blade surfaces, suction side and high-pressure side) were used as source terms.

The reasoning behind the variation, given that the forcing fluctuations are not significantly different, can be related to the theory of Section 2.4. This theory indicates that, if a set of surfaces are equally spaced in the radial direction, and that their pressure distributions are identical, albeit phase shifted by $\Delta t$ (defined in Equation 5.1, where $\omega$ is the rotational speed and $n$ the number of symmetrical surfaces), then only the order equivalent to $n$ will be influenced i.e. 12 equally spaced blades with equal force histories.
will only produce a 12th order noise, and harmonics thereof. If, on the other hand, the surfaces are not equally spaced in a radial direction or do not have similar force histories, they will act independently of each other, in essence transferring energy to other orders. This can be clearly seen in the M-mesh results; due to the variation of the forces acting on the blades, no dominant 12th order is produced.

\[
\Delta t = \frac{2\pi}{\omega n}
\]  

(5.1)

Table 5.2 shows this effect clearly. The all active column are the acoustic results at the 12th order from the previous discussion. In this numerical trial, each of the three blades is modelled individually with the assumption that all other 12 blades experience an identical, albeit time shifted, force. This assumption results in only every 12th order of sound being produced. For the M-mesh, the results clearly indicate that, if all fan blades have an identical force history, regardless of which force history from the three blades, the sound generated is significantly greater at the 12th order than that produced when the force histories on the blades are different. A similar conclusion can be made with the S-mesh, although the tendency is much weaker given that all three blades already have similar force histories. It is noted that, if Blade 1 is made active across all 12 blades, its 12th order sound output is lower than when all three force histories are active. The reasoning for this is that Blade 2 and Blade 3 are stronger sources of the 12th order sound.

The small variation of the forces acting on the S-mesh is due to the differences of the fan blade positioning with respect to the clawpoles. The flow is unique around each fan blade given that its positioning with respect to the clawpole surfaces is different, discussed in detail in the previous section.

### 5.4 Experimental and numerical comparison

The following will compare the results obtained using the implementation of Lowson’s theory to the measurements carried out. Comparisons will be conducted using high resolution source models as those determined sufficient in the preceding discussion. Two main geometries will be compared; the fan blade geometry with the eight finger clawpole and the isolated clawpole model.

#### 5.4.1 Reference geometry

Figure 5.19 shows a comparison between the results from the experiments conducted at the ISO test facility and the numerical simulation carried out. For the simulation, the prediction is also separated into the sound produced by the sources placed on the fans, and those placed on the clawpoles. For this comparison, the detailed 660 source model is used, with ten virtual microphones used for calculation, corresponding to the microphone distribution from the ISO 3745 specification. This acoustic model applies sources to the entire rotor.
As can be seen, a majority of the orders are predicted within an accuracy of 5 dB(A), in addition to the total sound power level calculated from the energetic summation of the individual orders. This does not correspond to the total measured sound power level. The measured total sound power level is 99.2 dB(A); this is the total sound energy emitted. The energy summation of the orders, calculated using Equation 5.2 is 93.0 dB(A) in the experiment, where $L_{WO_i}$ is the contribution at the orders $i = 1$ to $n$. For the simulation, the energetic summation of the calculated orders is 94.5 dB(A), a 1.5 dB(A) difference. The difference of over 6 dB(A) between the measured total sound power level and the energetic summation of the relevant orders is due to certain minor orders not being included (not measured) in addition to large bands of broadband noise being ignored in the order calculations. These broadband contributions are due to non-periodic flow phenomena, such as ingestion of turbulent flow, which given the assumption of periodicity in the numerical calculation, cannot be determined.

$$L_W = 10 \log \sum_{i=1}^{n} 10^{0.1L_{WO_i}}$$  \hspace{1cm} (5.2)

The main discrepancy is seen at the 24th, 32nd, 36th and 56th orders. The 56th order is consistent with a side band of the higher order clawpole orders, due to the 48th order fluctuation at the casing holes and the subsequent 8th order shift due to the Doppler effect on the symmetrical, eight rotating surfaces.

The contribution to the total results of the fan and clawpole surfaces is here evident. All orders except the 12th are strongly dominated by the clawpole surfaces. The theory and experimental results indicated that any fan blade dominance should occur at every 12th order. The fact that the clawpole also generates a strong twelfth order is due primarily to the fact that the fan blade forces act on the clawpole root sections, and thus impinge a pressure distribution on the clawpole congruent of the symmetrical fan blades; the influence the fan blades have on the clawpole surface pressures has been discussed in Section 5.2.

Considering for the moment only the fan blade contributions at orders 24, 32 and 36, the discrepancy would be, respectively, 4.4 dB(A), 6.4 dB(A) and 1.9 dB(A). This is a significant improvement over the discrepancies shown in Figure 5.19. Evidently, the error in this region is due to the forces on the clawpole surfaces being poorly predicted.

The extracted forces from the CFD computation are shown in Figure 5.20. The forces here are extracted from the last $\frac{1}{4}$ rotation from the transient CFD, and repeated 4 times to show the total input into Lowson’s equation. The rectangle in Figure 5.20 indicates where the first copied set begins. Generally, the assumption of periodicity appears valid, as no sudden step in the results is observed. Only the Fan Top A surface appears to have a small jump in the force. The Clawpole Top A surface, the top surface of the middle clawpole finger, appears to undergo a noticeable low order oscillation.

Figure 5.21 shows the numerical and experimental comparison of the individual microphone total pressure data, where microphone 1 to 10 are numbered as per definition in the ISO specification. Here, it is clearly evident that the relationship between the 10 microphones compares well. In both cases, microphones 2 and 8, both positioned behind the alternator, show minimal sound propagation. The numerical calculations indicate also a minima at microphone 10, this being radially above the alternator. The maxima for both instances occurs at microphone 5, this being located in front of the alternator. Here, sound propagation from both the fan and the clawpole sources is high, given the direction of the surface normals (in particular the clawpole roots). Overall however, the sound pressure is lower numerically than it is experimentally, due to the inability to model non-periodic mechanisms that have an influence on total sound levels.
<table>
<thead>
<tr>
<th>Orders</th>
<th>Difference [dB(A)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4th</td>
<td>+4.2</td>
</tr>
<tr>
<td>8th</td>
<td>+2.3</td>
</tr>
<tr>
<td>12th</td>
<td>-0.2</td>
</tr>
<tr>
<td>16th</td>
<td>+1.5</td>
</tr>
<tr>
<td>20th</td>
<td>-0.8</td>
</tr>
<tr>
<td>24th</td>
<td>+8.2</td>
</tr>
<tr>
<td>32nd</td>
<td>+15.7</td>
</tr>
<tr>
<td>36th</td>
<td>+13.7</td>
</tr>
<tr>
<td>40th</td>
<td>+0.6</td>
</tr>
<tr>
<td>48th</td>
<td>0.0</td>
</tr>
<tr>
<td>56th</td>
<td>+10.9</td>
</tr>
</tbody>
</table>

Figure 5.19: Comparison of numeric and experimental results, reference geometry

5.4.2 Geometry without fans

Figure 5.22 shows the comparison between the measurements carried out on the ISO test bench and the numerical calculation of the geometry without fans. The source size used for this calculation is the same, however given the lack of fan blades in the calculation, the total source count is lower at 305 sources. The same ten microphone positions are used as before. The total sound power level measured is 89.6 dB(A); the energetic contribution of the relevant orders is 79.7 dB(A). The corresponding energetic summation of orders from the numerical calculation is 79.1 dB(A), a difference of 0.6 dB(A). Regarding the individual orders, most are predicted to within an accuracy of 6 dB(A), except the 8th order. This high energy is due to a prevalent eighth order fluctuation that occurs on the clawpole surfaces.

Figure 5.23 shows the extracted forces from 3 of the surfaces used in the no fan calculation. In this instance, given that the geometry has a \(\frac{1}{8}\) symmetry, the forces are repeated 8 times. The rectangle in the force history shows once again where the first \(\frac{1}{8}\)th cycle ends. The surfaces analysed are analogue to those in Figure 5.20. Once again, particularly at the clawpole top surface, a significant low order fluctuation occurs that appears to be nonphysical. In this geometry, given that the stator is modelled with the 48 holes and the rib obstructions are not modelled, a low order fluctuation is not expected. This fluctuation appears to be related to the geometrical symmetry; the \(\frac{1}{4}\) model appeared to have a dominant 4th order fluctuation, the \(\frac{1}{8}\)th model a dominant 8th order fluctuation. Rather than a physical phenomena, this appears to be due to an error caused by both the rotor/stator interface together with the periodic boundary condition, given that the root and side clawpole surfaces undergo a much lower amplitude low order fluctuation.

The comparison of the individual microphone sound pressure levels is once again carried out, and as before, the tendencies of the pressure distribution are similar for both the experimental and numerical results, as shown in Figure 5.24. The microphone with the lowest sound pressure level signal is correctly predicted to be microphone 2 (located behind the alternator), while microphones 4 to 8 have roughly...
(a) Force time history: $\frac{1}{4}$ rotation repeated 4 times

(b) Sources/surfaces used for 14 source extraction

Figure 5.20: Extracted forces from the 14 source resolution
Figure 5.21: Comparison of individual microphone sound pressure levels

Figure 5.22: Comparison of numeric and experimental results, geometry without fan
Figure 5.23: Extracted forces from the main sources of the no fan geometry
similar sound pressure levels. The numerical simulation does however correctly predict the dominance of microphone 9, located radially and slightly in front of the alternator.

5.5 Asymmetrical influences of the reflective plate on sound propagation

An analysis of the asymmetry of sound propagation caused by the reflective mirror plate is carried out. For the purpose of this, measurements from the 9 microphone configuration have been used, in both lateral and longitudinal cases (see Figure 4.2). The reference geometry is used, with the 660 full rotor source model already outlined. Figure 5.25 shows the comparison of total sound pressure level (broadband and harmonics included) between the measured data and calculated data. Once again, as previously discussed, sound pressure is generally lower for the computed cases due to the inability to model broadband noise sources. In the instance of the lateral case, significant asymmetry is noted across the 9 microphones. A large pressure change occurs at microphones 6 to 8. Observing the configuration in Figure 4.2(a), these latter microphones are in a region where the reflective plane ends. In contrast, the numerical calculation assumes an infinite plate. For the longitudinal case, a similar asymmetry is noted. Here however, comparing measured data with the numerically calculated data, the relative strengths between consecutive microphones is similar. Microphone 1, axially positioned ahead of the alternator, experiences the highest noise. This then gradually reduces for the microphones radial and behind the alternator, slightly increasing with microphone 9, axially located at the rear of the alternator. This tendency can be seen both experimentally and numerically.

Numerical calculations are repeated on a much finer microphone grid, to capture the interferences causing the asymmetry. A grid of 10,200 microphones is used for this purpose. Given the size of the grid, only the 16 source model is used. The total sound pressure (calculated by summing the energetic contributions from individual orders) is shown in Figure 5.26 for both lateral and longitudinal cases. As can clearly be seen, asymmetrical effects are noted for both the lateral and longitudinal cases. For the lateral case, this is due predominantly to the effects from the reflective plate and the influence it has on sources approaching and moving away from it. This reflective plate is located at a position $y = 0$. The
mirror sources are located below this, and it can be seen that about \( y = 0 \) there exists symmetry, hence confirming the effect of the mirrored sources. The pressure distribution at \( y = 0 \) agrees well with the well know solid wall boundary condition in acoustics, which stipulates a zero pressure gradient across walls. For the longitudinal case, the asymmetry is also due to the directionality of the sources; they predominantly act radially and in the positive \( z \)-direction.

In order to show the influence of the reflective plane, computations are repeated without taking into account the reflective plane and assuming complete free-field radiation. Results are shown in Figures 5.26(c) to 5.26(d), whereby the alternator is in this case centred at \( y = 0 \). Quite clearly, the pressure distribution in the lateral plane is significantly more symmetric, with slight asymmetries in the far field due to localised effects from disturbances (analog to the analysis shown in Figure 3.2). In the case of the longitudinal plane, asymmetry is still present due to the majority of sources acting radially and in the positive \( z \)-direction.

5.6 Full model simulation in product development

The final comparison shown is one relating to a complex geometry representative of a full alternator model. The geometry comprises of 26.3 million elements, and is a 360 degree full-model; it therefore contains no periodic boundary conditions. The fan blades in this case are asymmetrical and, due to this, generate energy at side bands of the blade count (12 blades on the pulley side, 10 blades on the rectifier side). The components of this model are shown in Figure 1.1(a).

Given the size of the model, the chosen time step size was relatively large; 120 time steps per full rotation. At a speed of 10,000 rpm, this is \( 5 \times 10^{-0.5} \) seconds. Computation time for 2.3 full rotations using 16 CPU cores (AMD Quadcore 2.8 GHz) was 276 hours, with each time step requiring 1 hour of calculation time. After 2.3 rotations, results from the last full rotation were extracted, in total from 2,727 sources covering the entire rotor. Microphone positions used for the calculation are equivalent to the ISO microphone distribution used for the measurements.

The results are shown in Figure 5.27. The measurements taken are from 10 alternators. The numerical simulation is carried out using two different time regions; the first at time steps from 75-194 (black dotted line), the second from time steps 156-275 (red dotted line). This is in order to demonstrate the level of temporal convergence. The differences shown in the ten alternators is due to tolerances in the production.

It is clear to see that the relationship between the orders 6-15 are represented well in the numerical calculation. The calculated power levels at the strongest orders are within the variation of the ten
Figure 5.26: Detailed plane analysis of asymmetrical sound propagation effects
measured alternators. As of the 16th order, the differences are noted to be much higher. In particular, the 16th order is under predicted, while the higher clawpole orders are significantly over predicted. The reason for this is the copper winding geometry of the actual alternators; in the numerical calculation, this is modelled as 48 equally spaced and sized holes in a cylindrical casing. In the actual geometries, these holes are constructed in an irregular fashion from copper windings (see Figure 1.1). The irregularity of the holes removes energy from the higher clawpole orders, existent in the numerical model due to the regularity of the holes, and shifts the energy to lower clawpole orders, in this case the 16th.

The total energy calculated is very close to that measured. The total sound power level measured ranged from 91.2-91.5 dB(A). The total sound power level calculated using only the orders which are explicitly calculated during measurements ranged from 84.6-86 dB(A). The energetic summation of these orders from the numerical calculation produces a total sound power level of 85.8 dB(A); within the tolerance of the measured alternators.

5.7 Summary

Throughout this section, the CFD calculations that were used to obtain the transient surface pressure data were discussed, including important parameters for the model construction. The importance of using a symmetrical mesh for symmetrical parts was shown. Asymmetry in the mesh was found to cause slight asymmetry in the force data, which falsified the calculated orders.

Studies were also carried out using the numerical acoustic software to determine the effect of several variables on calculated results. It was found that the number of microphones used in the experiments was not necessarily enough, given that numerical convergence occurs only with a higher count of microphones. For a spherical microphone plane, up to 66 microphones were required in order to obtain convergence for the frequencies of interest. Source size calculations were also carried out in order to show the optimal source size for acoustical convergence.

Once these studies were carried out, direct comparison was made with experimental studies carried out at both the ISO test bench and the 9 microphone test bench. Although the total sound power level
was not calculated accurately, with a deviance from experimental results of up to 11 dB(A) noted, this was due to the underlying assumption of periodicity in the alternator. Non-cyclic fluctuations due to broadband turbulence were not simulated given the resource restrictions, whereby both resource intensive turbulence models would need to be used in addition to calculations carried out over more rotations in order to calculate for non-cyclical (lower than first order) fluctuations.

The comparison of total sound power level was thus carried out by calculating the energetic summation of orders common to both the experiment and numerical calculation (every fourth order for the quarter model, every eighth order for the eighth model). Here, the results were very good, with differences to the ISO test bench being no more than 1.5 dB(A). Order calculations differed on average between 5.3 to 5.7 dB(A) compared to the ISO test bench. Finally, comparison of the distribution of sound pressure level across the ISO configured microphones was very good, with the loudest and quietest microphones being correctly predicted. The 9 microphone configuration showed slightly worse results due to the smaller size of the reflective plane on the test bench; here, the numerical assumption of an infinite reflective plane is not an accurate one. In any case, comparison of the data yielded the presence of asymmetries; laterally, these were due predominantly to the reflective plane, while longitudinally, these were due predominantly to the asymmetry of the alternator and it’s sources in the z-direction.

The ability of the code to function well with highly complex geometries representative of real products has also been shown, with an accurate representation of the frequency distribution caused due to asymmetrical blade spacing. Although some of the clawpole orders were not well predicted, this was due to simplifications made in the CFD model which caused a strong 48th order symmetry that does not occur in the real product.
Chapter 6

Casing effects on sound propagation

The Lowson’s implementation used in Section 5 ignores effects of the casing, assuming rather that the spinning modes produced by the rotor propagate outwards in a free-field towards the observer. Additionally, stationary sources due to pressure fluctuations acting on the casing are also ignored. In order to determine the influence that a casing may have for a simplified alternator geometry, further analysis is carried out on casing effects using two numerical tools.

1. Boundary Element Method. The aim is to use Lowson’s equations to calculate the rotating sound pressure field in the near field (located between the rotor and stator) and use a BEM solver (LMS Sysnoise) to propagate the solution outwards past the casing. In this case, sound waves reflecting from the casing cannot return into the rotor as there is no two way coupling between the Lowson’s solution and the BEM solver. The Lowson’s solution is required to provide the spinning modes from the rotor. These cannot be obtained from the BEM solution alone due to it’s inability to model two frames of reference (rotating and stationary).

2. Finite Element Method. Given the added resource intensive calculations in the FEM solver utilised, the problem will be kept modelled in 2D. Using the COMSOL Multiphysics solver, only the acoustic creation and propagation will be considered, although it is technically feasible to couple a CFD solution with the solver, albeit only for a two-dimensional problem. Here, variations to Lowson’s solution, in addition to comparisons of the propagation between solutions without casing and those with, will be shown. The benefit of this particular FEM solver is the ability to model several frames of reference.

6.1 Boundary element methods

The following section will provide a brief overview of the general theory of Boundary Element Methods, essentially focusing on the use of the Green’s functions in the derivation of the surface integrals used for BEM formulation. The fact that BEM solutions require only the use of surface integrals for the calculation (or collocation) of matrix coefficients highlights immediately it’s benefits and weaknesses (calculation of solutions at microphone points is more akin to a post-processing step: the coefficients of the matrix are used to solve a set of equations). Although the method only requires a mesh and subsequent calculation on surfaces (be they obstacles or source surfaces), this fact prevents the fluid medium itself from being treated as inhomogenous. From a physical perspective, this means that scattering due to flow regions and changing velocities are not considered. Sound sources due to similar effects are also not considered.
6.1.1 Theory

The following discussion will focus on the solution of the boundary integral for an external problem, given that it is indicative of the alternator problem. The reader is referred to [43, 16] for details of the derivation.

The formulation of the integral BEM equations begins with the use of Green’s second identity. The second identity is derived from vector derivative identities and essentially provides a relationship between the volume integral of two variables and their derivatives in a domain to a corresponding surface integral, as shown in Equation 6.1. For the case of a direct BEM calculation, the two functions are the pressure, \( p \), and the fundamental Green’s solution, \( G \).

\[
\int_V \left( G \nabla^2 p - p \nabla^2 G \right) dV = \int_S \left( G \frac{\delta p}{\delta n} - p \frac{\delta G}{\delta n} \right) dS \tag{6.1}
\]

It is of importance to note that solving for the pressure and pressure gradients restricts the solution to either an external, unbounded calculation or an internal, bounded calculation. Where the solution to both an internal and external problem is sought, an indirect approach is required, whereby the solution variables are the pressure change and the pressure gradient change across the boundary surface (e.g. a membrane). The following focuses on the solution to only an external domain for the application to the alternator problem.

For the application of BEM, two solutions are sought to the problem. The first solution, often referred to as the collocation step, assumes that the equations of interest are being solved on the surfaces itself. This is in order to solve the solution variables on the surface. The second solution assumes that the point representing the fundamental solution is located inside the domain of interest, an observer point. The calculation of these field point variables is often the less resource intensive calculation, given that it involves the solution of surface integrals related to individual field points through the Greens’ functions. The collocation stage, on the other hand, assumes that, at boundaries, either the pressure or gradients are known. As an example, for a non vibrating wall, such as a scatterer, the boundary condition is specified as \( \frac{dp}{dn} = 0 \) thus leaving the pressure at the wall as an unknown.

An important principle in BEM is that of reciprocity, which stipulates that the Green’s function is unchanged when source and listener locations are exchanged, and is proven in [35]. This essentially allows the source, mathematically defined by the Green’s function, to be placed arbitrarily in the fluid, say at an observer’s location, rather than on the surface where the source is acting. Solving for this location yields the solution at the observer.

Given that Equation 6.1 relates integration of a finite volume to a corresponding surface integration, by default the BEM equations need to be solved in an enclosed physical system. Although the problem is an external problem, the enclosure is assumed to be in the far field, \( \lim_{r \to \infty} \). When assuming that the far-field sound has some particular form, the volume terms can be cancelled out. The assumption in BEM is that as the observer approaches infinity, the sound takes the form of the general Green’s solution, i.e. a point monopole.

6.1.2 Limitations of Lowson’s methodology and motivation of the BEM implementation

The Lowson’s methodology and it’s derivation has the inherent disadvantage of modelling sources that depend on only local conditions; these sources being solely dependant on the local force fluctuations. Essentially, the creation of each source is irrespective of others sources. Contrasting this to the boundary element method, the entire field is calculated in order to ensure boundary conditions at all surfaces are
satisfied. This has the inherent advantage of modelling not only simple, outward propagating waves (like the Lowson’s technique), but also waves obstructed by surfaces.

The software package LMS Sysnoise is used in order to take into account the effect of the casing and other stationary obstructions on the propagation of the waves. The following section describes the implementation used, in addition to the initial validations carried out. As will be shown, a detailed alternator model was not constructed given an inherent inability of the BEM solver used to correctly model the boundary conditions required.

6.1.3 Implementation

The inability of the Synoise implementation of the Boundary Element method to model rotating and stationary surfaces in the one problem poses a need to couple a technique to the BEM method which allows the modelling of rotating sources. For the case of the rotating alternator, the proposal is to calculate the sound pressure and pressure gradients on a mesh surface lying between the rotating and stationary parts of the system. In effect, the proposal is similar to the technique implemented by Jeon and Lee, discussed in Section 2.5.

Given the nature of the problem, whereby propagation is calculated only outwards of the surfaces, the direct collocation method is suitable. The collocation method, in a general BEM formulation, has the undesirable property whereby either pressures or pressure gradients on selected surfaces can be defined; both cannot be restrained. For most applications, it is arguably inaccurate to define both variables, for example when the surfaces can be defined as either pressure boundary conditions or vibrating structures (or, as the case may be, a stationary solid structure). Such cases, given the nature of the BEM routine, assume that the source (with the singularity omitted) lies on the surface. For the intended case however, the surface is a ‘virtual’ surface. This virtual surface should be considered not as a boundary with defined source terms, but rather as a part of the fluid domain on which the domain results are known, the sources being at some arbitrary position inside of the enclosed virtual surface. The actual sources to the problem lie either within this virtual surface (the rotating sources from the Lowson’s formulation) or outside of the virtual surface (static scattering surfaces, such as the casing), but not on the surface (the underlying assumption of the collocation method, which uses the Greens function kernel at the surface).

The collocation routine, given one of the variables, then solves for the other variable on the surface panels, as discussed in Section 6.1.1. The Sysnoise solver does allow the specification of an impedance on a surface (a ratio of pressure to pressure gradients), however the implementation is limited in that the impedance can only be specified as a constant value across the surface, rather than individually across mesh points. In general, only one of the variables can be specified with the other calculated assuming the source lies on the surface.

6.1.4 Validations

In order to show the potential problems stated earlier, calculations are carried out by using Lowson’s method to calculate the propagation of a single unit magnitude dipole into the far field, up to an observer located 1 meter away. These results are then compared to an alternative, whereby the Lowson’s technique is used to calculate the solution at a surface mesh at some distance from the source (between the source and the observer). Results on this surface mesh are then used in the BEM solver, and are propagated out into the far field. Ideally, a comparison between this solution and the solution consisting of only Lowson’s method should yield the same results.

The following test method is carried out:

1. A simple dipole is specified in the Lowson’s formulation of unit magnitude. The rms pressure
distribution is calculated on a set of microphones acting normal to the dipole i.e. in the direction of the dipole’s fluctuation.

2. The dipole is once again specified using Lowson’s formulation, however in this case pressures and pressure gradients are determined on a surface mesh enclosing the dipole. Pressure gradients are determined by specifying an offset to all three coordinate locations of each mesh point and determining the gradient. The reference surface used is based of the surface separating the rotating and stationary domains in the actual generator. It’s radius is approximately 0.05 meters, as is it’s thickness. This cylinder mesh encloses the single dipole, positioned in the middle, and consists of 4,226 nodes, shown in Figure 6.1. Equation 2.5 is used to determine the normal velocity component. In addition to the reference surface, two other test surfaces are used based on the reference surface. These are essentially a surface scaled by a factor of 10 (each dimension is ten times larger) and a surface scaled by a factor of 0.1.

3. Two separate simulations for each surface location are carried out: one with the pressures calculated on the surface mesh as a boundary condition, the second using the velocity boundary conditions as the boundary condition.

6.1.5 Results

The comparison of results yields that a solution to the problem is seldom obtained which relates to the analytical (Lowson’s) solution. For the case where pressures are specified on the surface, as in Figure 6.2, it is noted that in the BEM solution, the pressures correspond only at the interface, where they are specified as a boundary condition. For the cases where the interface is at $r = 0.05$ and $r = 0.005$ meters, it is evident that the gradients calculated in the collocation step are much larger than those obtained
analytically. This causes the far field solution to diverge from the analytical. The case where \( r = 0.5 \) meters shows results that are comparable to those of the analytical solution. This is due to the pressure gradients being weaker in the far field, thus ensuring that the pressure alone boundary condition is sufficient.

With the specification of pressure gradients, or as is the case with Sysnoise, velocity boundary conditions, yields the results indicated in Figure 6.3. The results, once again, vary with those of the analytical solution. Results inside of the virtual surface should be disregarded (for example, the results at \(-0.5 < r < 0.5\) for the \( r = 0.5 \) interface). Unlike the case with the pressure as a boundary condition, here it is evident that gradients generally conform to the results of the analytical solution. The pressures on the other hand are incorrectly predicted at the interface during the collocation routine.

It is clear from these tests that a proper transfer between results using the code based on Lowson’s equation and the LMS Sysnoise BEM solver is not possible given that, even for a stationary source case, far field solutions do not correspond. The BEM code used does not allow the specification of both pressures and pressure gradients, as may be required for such a virtual surface, the purpose of which is to simply restrict the acoustic variables at a certain location in space. This is generally the case with BEM methods, as typical boundary conditions seldom are virtual surfaces where results are already known. Rather, the specification of either pressure or pressure gradients corresponds to, physically, either some manner of controlled opening, or a vibrating structure. Neither is the case when the solution is being carried over from a separate computation.

### 6.2 Finite element methods

The software package COMSOL Multiphysics is used to construct a two dimensional model of the alternator. The package itself provides the user with an environment that allows solution of user-defined partial differential equations in addition to a set of standard physics based models, including fluid dynamics and acoustics models. The package provides three ways in constructing the partial differential set of equations defining the system of interest; in the case of this work, the coefficient form is used, where a general partial differential equation is defined through setting constants and/or variables as the
Figure 6.3: BEM solution using a velocity boundary condition as the coupling surface

coefficients. The general form of the PDE defined in the package is shown in Equation 6.2, with $u$ being the variable of interest (e.g., the acoustic pressure, $p$).

$$e_a \frac{\partial^2 u}{\partial t^2} + d_a \frac{\partial u}{\partial t} + \nabla \cdot (-c \nabla u - \alpha u + \gamma) + \beta \cdot \nabla u + au = f$$  (6.2)

Additionally, two general boundary condition equations can be used, shown in Equations 6.3-6.4. For the acoustic problem, these can be respectively treated as the Neumann and Dirichlet boundary conditions, whereby the Neumann boundary condition can specify a gradient variable on the boundary, governed by the $\nabla u$ term, and the Dirichlet boundary condition simply sets the variable $u$ to a value on the boundary.

$$\vec{n} \cdot (c \nabla u + \alpha u - \gamma) + qu = g - h^T \mu$$  (6.3)

$$hu = r$$  (6.4)

The following section will discuss how the FEM model was defined in COMSOL Multiphysics, highlighting the main characteristics of the model, including the modelling of the domain, modelling of interfaces between the moving and stationary domains, modelling of the surface boundary conditions (both source and obstructions) and modelling of the far-field in order to prevent non-physical reflections back into the domain. At each stage, validations will be shown. To conclude, the modelling of a simplified two-dimensional alternator will be shown, highlighting the physical significance of casing effects.

### 6.2.1 Governing equations for the acoustic problem

The modelling of the homogeneous wave equation shown in Equation 2.8 by substituting the required coefficients into Equation 6.2 would yield the coefficient set of $e_a = 1$, $c = a_0^2$, $\{d_a, \alpha, \gamma, \beta, f\} = 0$. For a stationary domain, this set is possible to model. However, COMSOL’s implementation of the arbitrary Lagrangian-Euler description in order to model a moving mesh (required in the modelling of a rotor and stator domain) is unable to resolve the equations governing the domain that consist of higher (greater than first) order time derivatives. In order to overcome this limitation, the domain model was constructed using a two equation set, shown in Equation 6.5. The variable $R$ in this case acts to define the first time
derivative of the acoustic pressure, thus allowing both equations to be solved in COMSOL’s moving mesh formulation.

\[
\frac{\partial R}{\partial t} - c_0^2 \left( \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} \right) = 0
\]  

(6.5)

\[
\frac{\partial p}{\partial t} - R = 0
\]

This set of equations is modelled in the form of Equation 6.2 in matrix form, whereby the coefficient set is defined in Equation 6.6 and the solution variable \( u \) is given in Equation 6.7.

\[
d_a = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} 
\]

\[
c = \begin{bmatrix} 0 & a_0^2 \\ 0 & 0 \end{bmatrix} 
\]

\[
f = \begin{bmatrix} 0 \\ R \end{bmatrix} 
\]

(6.6)

\[
e_a = a = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} 
\]

\[
a \equiv \beta = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} 
\]

\[
\gamma = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} 
\]

\[
u = \begin{bmatrix} R \\ p \end{bmatrix} 
\]

(6.7)

It is important to note that these variables are also used to define the boundary conditions, in particular the Neumann boundary condition (Equation 6.3). The Neumann boundary condition can thus be restated as show in Equation 6.8 where the standard Neumann condition has \( q = 0 \).

\[
\vec{n} \cdot a_0^2 \nabla u = F 
\]

\[
a_0^2 \frac{\partial}{\partial n} \begin{bmatrix} R \\ p \end{bmatrix} = F 
\]

(6.8)

**Validation of the two-equation set**

The validation of the two-set model was carried out using the geometry shown in Figure 6.4. A small cylindrical surface is constructed in the middle of the fluid domain, whose radius is 1 meter. A pressure sinusoid boundary condition is applied to the surface in order to generate a monopole-like pressure distribution in the domain, both cosine and sine pressure waves are tested. The outer boundary has a non-reflective boundary condition applied, discussed in Section 6.2.3. This model is constructed using both the original wave equation, with it’s second time derivative, in addition to the two-equation set. Given that the entire domain is stationary, the original wave equation can be modelled. The pressure solution is analysed at the blue point over time, and also along the red line at \( t = 2.75 \times 10^{-3} \), a time step large enough to ensure that the entire wave has propagated to the outer boundary. The comparison of the two results is shown in Figures 6.5-6.6.

As can be seen in Figure 6.5, both the standard and advection (2-set) forms of the wave equation generate the same pressure distribution on the line analysed. Figure 6.6 shows similar positive results in the temporal domain. In this case however, the impulsive nature of the cosine pressure source causes a small perturbation at \( t \approx 0.7 \times 10^{-3} \) seconds.

Figure 6.7 shows a comparison of the spatial solution across the line to the Green’s solution of both the three-dimensional wave equation (Equation 2.15) and the two-dimensional wave equation (Equation 2.16). The solutions essentially dictate the rate at which the pressure reduces away from the source. The comparison here is made by using the first peak in the advection equation solution as the reference point, and setting the two analytical solutions at this reference point. Quite clearly, the pressure drop calculated using the two-set advection form of the wave equation relates well to that predicted by the 2D Green’s equation. The 3D pressure drop is more rapid compared to that of the 2D solution due to the dispersion of energy in three dimensions, instead of only two.
Figure 6.4: Model used for the two-equation set validation

Figure 6.5: Comparison between one-set and two-set wave equation along line at $t = 2.75 \times 10^{-3}$
Figure 6.6: Comparison between one-set and two-set wave equation at point over time

Figure 6.7: Comparison of the two-set wave equation to the analytical spatial pressure drop of the 2D and 3D wave equation.
6.2.2 Source surface boundary condition

In order to close the solution of the acoustic problem, appropriate boundary conditions need to be imposed on the key surfaces. Interface and far field boundary conditions will be discussed in the following sections, the following discussion will highlight the choice of appropriate surface boundary conditions. For surfaces that act as only obstacles, and themselves are not sources of sound, setting a hard wall boundary conditions suffices, whereby \( \frac{\partial p}{\partial n} = 0 \). This states simply that the pressure gradient across and normal to the surface is zero; physically, sound is perfectly reflected.

For the surfaces that act as both aeroacoustic sound source as well as reflector (the clawpole surfaces, for example), the Dirichlet pressure boundary condition does not suffice. In forcing the pressure distribution to be that of the source at the source surface, an incorrect modelling occurs when waves approach that surface. Rather, the waves reflected back onto the surface will either be weaker or stronger in order to maintain the surface pressure as defined by the boundary condition.

Conversely, the Neumann boundary condition can be used to define, for the case where \( \frac{\partial p}{\partial n} = 0 \), a hard wall, and for other values some given vibration, as \( \frac{\partial p}{\partial n} \) is proportional to a hard-wall velocity boundary condition [35]. In doing so, the source becomes both a sound producer in addition to obstruction. In order to define some pressure input as both a hard wall vibration as well as pressure fluctuating source, it is proposed in this work that a simple convection-type equation be used to define the Neumann boundary condition. Essentially, this equation defines that any temporal variation of pressure be propagated outward from (and normal to) the surface at the speed of sound, shown in Equation 6.9. Given the tendency of the outgoing wave to travel perpendicular from the surface (from the \( \frac{\partial p}{\partial n} \) term), the required dipole shape should also be evident.

\[
\frac{\partial p}{\partial t} - a_0 \frac{\partial p}{\partial n} = 0 \tag{6.9}
\]

Validation of the surface source boundary condition

In order to determine whether the surface acts well as both a sound generator as well as a sound obstacle, three test cases were carried out using two models, shown in Figure 6.8. The main tests were carried out using the above described Neumann boundary condition, calculated from the convection-like equation. Boundary condition data on the source surface is shown in Tables 6.1-6.2. The three cases tested are as follows:

1. Using model (a) from Figure 6.8, the forcing on the surface is defined using the Dirichlet boundary condition from Table 6.2. The surface enclosing the domain to the right is modelled as a hard wall, with \( \frac{\partial p}{\partial n} = 0 \). All other surfaces are modelled using the non-reflective boundary condition defined in Section 6.2.3.

2. Also using model (a), this time the forcing is defined using the Neumann boundary condition from Table 6.2. In this instance, the surface acts as both a hard-wall but also as a source.

3. Using model (b), the left geometry is modelled as a hard-wall while the right geometry is modelled as the third case; a Neumann boundary condition. In this instance, the left geometry acts as only an obstruction.

The results of all three cases are analysed at a point behind the left geometry. The comparison of test case 2 and 3 is of most interest here; both cases should yield similar results. In case 2, the reference point should not receive any direct signal from the source, but rather receive the reflected signal from the right wall in addition to the diffracted signal due to the surface. In case 3, the hard-wall of model
<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>343 m/s</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>$p_0$</td>
<td>20 Pa</td>
<td>Pressure amplitude</td>
</tr>
<tr>
<td>$\omega$</td>
<td>47123 rad/s</td>
<td>Frequency</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>$4e^{-5}$ s</td>
<td>Time step</td>
</tr>
<tr>
<td>$t_{fin}$</td>
<td>0.00675 s</td>
<td>Total time</td>
</tr>
</tbody>
</table>

Table 6.1: Model data for Neumann with surface pressure condition

<table>
<thead>
<tr>
<th>Test case</th>
<th>Pressure (Dirichlet)</th>
<th>Time derivative</th>
<th>Surface Pressure BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$p = p_0 \sin(\omega t)$</td>
<td>$p_t = p_0 \omega \cos(\omega t)$</td>
<td>$p_n = -a_0 p_0 \omega \cos(\omega t)$</td>
</tr>
<tr>
<td>2</td>
<td>$p = p_0 \cos(\omega t)$</td>
<td>$p_t = -p_0 \omega \sin(\omega t)$</td>
<td>$p_n = a_0 p_0 \omega \sin(\omega t)$</td>
</tr>
</tbody>
</table>

Table 6.2: Source boundary condition with surface pressure condition

Figure 6.8: Two models used to test surface source boundary condition. Model (a), as a single source panel with hard wall at the right most of the domain and model (b), as a source at right with obstruction at left of the domain
Figure 6.9: Source surface boundary condition using a sine pressure forcing

(a) is replaced by using an acoustic mirror source. The reference point should receive a signal due to the diffraction of the right surface.

For each test case, both a sine and cosine signal are used. Results of the sine wave as the forcing are shown in Figure 6.9. As can be seen, case 2 and case 3 share identical results, showing that the Neumann boundary condition acts as both a sound source as well as diffractor. The Dirichlet boundary condition is somewhat different; firstly, it is 90° opposed, due to the negative sign of the Neumann boundary condition (Table 6.2). At early time steps, shown as a box in Figure 6.9, time perturbations are noted that are not existent for case 3 (the upstream Neumann boundary condition). These are due to small numerical errors, whereby the reference point receives some of the initial signal from the source. Given that the upstream Neumann boundary condition case has its source far from the reference point, it is not noted there.

Figure 6.10 shows the results of the cosine case. Once again, case 2 and 3 show identical results at higher time steps, implying the ability for the Neumann boundary condition to treat the surface as both source as well as diffractor. At very early time steps, much like in the sine case, a direct signal occurs at the reference point. This however disappears at higher time steps.

6.2.3 Non-reflective boundary condition

The definition of the outer boundary of the numeric domain poses difficulties as the outer boundary does not have a constant value which may be assigned through the use of a Neumann (pressure gradient) or Dirichlet boundary condition. Figure 6.11 shows the effects of setting the outer boundary to a constant value; in this example, the outer boundary is set by \( \frac{\partial p}{\partial n} = 0 \). The model used is identical to that used in Section 6.2.1. A significant difference is noted just prior to wave contact with the outer boundary and that just after contact. In order for the given boundary condition to be valid (in this case, zero pressure gradient at the boundary), a wave must enter into the domain, thus causing a numerical reflection. A similar effect would also be present if the outer boundary was defined with a set pressure (Dirichlet) boundary condition; for the wave equation to be valid in the entire domain, in addition to a set pressure...
on the boundary, a second wave must enter into the domain to allow both wave equation and boundary condition to be respected.

In order to allow a wave in the domain to exit the domain unhindered, the outer boundary must be set with an equation that allows any incoming wave to convect outwards, and this at the speed of the sound, $a_0$. The equation used for this boundary condition is shown in Equation 6.10. Through this equation, any wave approaching the outer boundary will exit that boundary normal to it’s surface at the speed of sound. Note that the equation is similar to Equation 6.9; whereas in the surface source equation it acts as a source propagating sound waves into the domain, in this instance the equations acts like a sink, taking sound energy out of the domain.

$$\frac{\partial p}{\partial t} + a_0 \frac{\partial p}{\partial n} = 0$$

(6.10)

Validation of the non-reflective boundary condition

In order to validate the effect of the non-reflective boundary condition, the comparison shown in Figure 6.11 is repeated, in this case using the non-reflective boundary condition shown in Equation 6.10. Figure 6.12 shows that the pressure distribution before and after wave contact with the outer boundary condition remains identical; the wave is successfully convected outwards without any reflections coming back into the domain.

6.2.4 Interface between rotating and stationary domain

In order to be able to model multiple domains, an interface is required between the two domains to allow coupling. Considering an inner rotor domain and an outer stator domain, the model must be capable of producing sound waves in the rotor, propagating them outwards into the stator, and possibly reflecting the waves back into the rotor. Considering the two domains separately, essentially the interface must act as both a source, when a wave is entering, and a sink, when the wave is leaving. In order to model this, the
familiar equations used for the sound source and far-field boundary conditions are modified. Two pressure variables are required in this instance; one for the stationary domain and one for the rotating domain. The resulting equation is shown in Equation 6.11, where the subscripts $r$ and $s$ denote respectively the two domains, rotor and stator.

$$a_0 \frac{\partial p_r}{\partial n} = -\left( \frac{\partial p_r}{\partial t} - \frac{\partial p_s}{\partial t} \right) + a_0 \frac{\partial p_s}{\partial n}$$

(6.11)

As a further restriction to the interface variables, it is required that $p_r = p_s$ in order to ensure that there is no jump in the pressure variable across the interface.

**Validation of domain interface**

Figure 6.13 shows the domain used for the validation of the interface boundary condition. Both inner and outer domains are stationary. A source is placed off-centre in the inner domain with a sinusoidal pressure boundary condition, further details of the main features of the model are given in Table 6.3. The far-field boundary condition, described in Section 6.2.3, is used on the outer boundary of the outer domain. The two obstructions in the outer domain are modelled as hard walls.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>343 m/s</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>$p_0$</td>
<td>20 Pa</td>
<td>Pressure amplitude</td>
</tr>
<tr>
<td>$\omega$</td>
<td>47123 rad/s</td>
<td>Frequency</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>2.75e$^{-5}$ s</td>
<td>Time step</td>
</tr>
<tr>
<td>$t_{fin}$</td>
<td>0.00465 s</td>
<td>Total time</td>
</tr>
</tbody>
</table>

Table 6.3: Model data for test case A

Results of the analysis are shown in a series of figures outlining the propagation of the wave away from the source, Figures 6.14(a)-6.14(d). Figures 6.14(a) and 6.14(b) shows the propagation of the wave exiting the inner domain and entering the outer domain. Quite clearly, there are no spurious reflections from the interface, and the wave maintains its monopole shape caused by the circular source geometry. Figures 6.14(c) and 6.14(d) demonstrate reflected waves from the obstructions re-entering the...
6.2.5 Modelling of a simplified fan blade and clawpole without a casing

For the modelling of a simplified alternator, two two-dimensional models were created to separately model the fan blade geometry and clawpole geometry. The goal here is to model both main rotor sources, the fan blade and the rotor. Given that, in a three dimensional domain, these components are axially separated, in the two-dimensional domain they can only be modelled separately. The goal here, in any case, is to validate the ability of the FEM model to model the rotating modes predicted by the Lowson’s code. Both geometries have been modelled based off the three-dimensional geometries introduced in Section 5. In each instance, an active surface, shown in Figures 6.15(a) and 6.15(b) as a blue marking, is given a sinusoidal forcing. The forcing is a standard sinusoidal forcing. For each of the surfaces (12 fan blades and 8 clawpoles), the forcing is phase shifted. This phase shift is implemented given the results of Section 5 and general fan theory; it is known that for rotor/stator interactions and a symmetrical rotor with $n$ surfaces, comparison of the forcing of the $n$ symmetrical surfaces will show a time phase shift given by Equation 6.12, where $\omega$ is the rotational speed.

\[ t_s = \frac{2\pi}{\omega n} \] \hfill (6.12)

The time shift can therefore be implemented into the individual forcing on each of the blades through Equation 6.13, where Q is the forcing order applied to that surface. As will be shown shortly, a fundamental forcing using an 8th order will be used for both fan and clawpole cases, with the clawpole cases also undergoing an additional 48th order to simulate the aerodynamic interactions between the clawpole surfaces and the stator holes.

\[ p = \sin(Q \omega (t + i \ast t_s)) \text{ for } i = 0 \text{ to } N - 1 \] \hfill (6.13)

As discussed in Section 6.2.2 the Neumann boundary condition will be utilised for the forcing of the active surfaces in both geometries. This is given as Equation 6.14.
For the fan blade geometry (Figure 6.15(a)), 12 thin rectangular elements are aligned symmetrically in the rotating domain. The active surface is the leading edge of the blades, whereby the rotation direction is anti-clockwise. The applied forcing, using the Neumann boundary condition, is given in Equation 6.15. All other fan surfaces are modelled with the Neumann condition for a hard-wall, $\frac{\partial p}{\partial n} = 0$. The interface between the rotor and stator is modelled as discussed in Section 6.2.4, while the non-reflective boundary condition discussed in Section 6.2.3 is used for the outer boundary of the stationary domain. A rotational speed of 10,000 rpm anti-clockwise is assumed for the rotating domain.

$$p_n = -8a_0\omega \cos(8\omega(t + i*\Delta t)) \quad \text{for} \quad i = 0 \text{ to } 11$$  \hspace{1cm} (6.15)

Figures 6.16(a)-6.16(b) show a comparison of results from the FEM model at a time step once convergence is achieved, compared to an identical simulation carried out using Lowson’s model. A calculation using Lowson’s model is carried out, with microphones placed on a plane enclosing all 12 sources, after which an inverse Fourier transform is carried out in order to obtain a temporal pressure distribution. The forcing is identical in both cases. Although the scales show difference between the two results (note that a different scale has been used for both results), the spinning mode is accurately modelled using the FEM model, and appears to have identical characteristics. Both results show 4 very distinct high and low pressure spirals emitting from the location of the blades. The local pressure distribution repeats every 3rd blade for both solutions. This is equivalent to a 90° phase separation. The 8th order forcing applied to the individual fan blades repeats every $\frac{360}{12} = 30°$, while the spacing between each fan blade is $\frac{360}{12} = 30°$. Thus, every 90° there occurs a repetition in the local pressure.

Figure 6.17 shows a comparison of the pressure spectra determined at one-point in the field, 0.35 m away from the centre of rotation (shown in the casing model in Figure 6.20), for both the FEM and Lowson’s model. The first harmonic of the blade passing frequency is modelled quite well, with less than a 2 dB difference. Higher harmonics are predicted much higher in the Lowson’s code, whereas the FEM code shows that higher harmonics are within the broadband regime, due in this instance to numerical
errors (for the perfectly periodic case, broadband values between harmonics should be much lower than the harmonics). This can also be due to the inversion of results from the time domain in the FEM solution.

Clawpole geometry

The clawpole geometry (Figure 6.15(b)) consists of a large structure with eight protruding elements close to the rotating/stationary domain interface. For the clawpole model, the active surface is the most radially outward surface of the eight clawpole fingers, shown in Figure 6.15(b) as the blue active surfaces. All other surfaces use the hard-wall Neumann boundary condition, \( \frac{\partial p}{\partial n} = 0 \). Once again, an anti-clockwise motion is assumed, rotating at 10,000 rpm. Interface boundary conditions and far-field boundary conditions are used from discussions in Sections 6.2.3 and 6.2.4. The forcing on the active surfaces comprises of both an eighth order fluctuation in addition to the 48th fluctuation, designed to model the aerodynamic interactions between the rotor surfaces and the 48 casing holes. Equation 6.16 defines the forcing in terms of the surface source Neumann boundary condition, defined in Section 6.2.2.
Figure 6.15: Geometry used for the modelling of rotating fan blades and rotating clawpole surfaces, whereby the direction of rotation is anti-clockwise.
(a) Lowson’s solution: Pressure range = ±0.5 Pa
(b) FEM solution: Pressure range = ±0.005 Pa

Figure 6.16: Comparison of pressure distributions from the two fan-blade solutions at a single time-step

\[ p_n = -8a_0\omega \cos(8\omega(t + i\cdot t_s) + 6\cos(48\omega(t + i\cdot t_s))] \] for \( i = 0 \) to 7 (6.16)

Figures 6.18(a) to 6.18(b) show the comparison between the Lowson solution and the FEM solution of the two problems, whereby the Lowson’s solution is determined across a plane perpendicular to the axis of rotation and containing all sources. As with the fan blade case, spirals are once again seen in the field, in this case eight. Each surface in this case (unlike the fan case) emits an in-phase spiral, the reasoning being that both the 8th and 48th order forcing is always in phase for each surface. The 48th order fluctuation on the other hand appears to emit much like a monopole, in the sense that it has a recognisable centre at the centre of rotation. In any case, the fundamental pressure distribution at a time step appears to be similar for both cases.

Figure 6.19 shows a point comparison of the sound pressure spectra determined from both the Lowson’s solution in addition to the FEM solution. Quite evidently, the main spectral peaks are noticeable in both solutions, where both a fundamental 8th order in addition to the higher order (48th) and sidebands are apparent. In any case, significant energy is missing from the Lowson’s solution at these main orders; this is due to Lowson’s solution, based on the three-dimension wave equation, dissipating the wave in three dimensions as opposed to two, as in the FEM solution. This yields a more rapid reduction in pressure across a distance. It is unclear why a similar effect has not been noted for the fan model case.

6.2.6 Influence of the casing in the clawpole model on sound propagation

In order to determine the effects of the casing on sound propagation, the clawpole model is used. In the alternator model used throughout this work, it is expected that the casing has the greatest effect on the clawpole noise sources, as indeed the fan blade operates in a region where, in the stator, a gap exists between the casing and endshield that can allow sound waves to propagate away. The clawpole model shown in Figure 6.15(b) is used as the rotor, while the casing geometry, once again modelled from the original three-dimensional alternator geometry, is shown in Figure 6.20. The geometry consists of 48 holes, at a distance of 0.5 mm to the stator/rotor interface and 1.5 mm to the outer surface of the clawpole. The surfaces representing the hole edges are modelled using the hard-wall Neumann boundary condition. A new solution of the clawpole model without stator is carried out again, given that smaller time steps are required for the simulation with the stator. The reasoning for this is the reduction of the element size near the interface in order to accommodate for the casing holes.
Figure 6.17: Comparison of pressure spectra of the fan-blade solution between the FEM solution and Lowson’s code

(a) Lowson’s solution: Pressure range = ±0.2 Pa  
(b) FEM solution: Pressure range = ±0.5 Pa

Figure 6.18: Comparison of pressure distributions from the two clawpole solutions at a single time-step
Figure 6.19: Comparison of pressure spectra for the clawpole solution between the FEM solution and Lowson’s code

A spectral comparison of the Lowson’s and FEM solutions is shown in Figure 6.20 at the reference point shown in Figure 6.20. Quite clearly, the solutions show almost identical sound power levels at the 8th, 48th and 56th orders. The wavelength of the sound at these higher orders is of the order of the geometry, where the 56th order at 10,000 rpm has a wavelength of 3.7 cm. Quite clearly, every 8th order at the higher orders (above the 60th) show an effect of the casing. The waves reflecting between the casing and rotor are modulated onto the 8th symmetry, although these effects are in any case not as strong as the first two sidebands (the 40th and 56th orders). It is also evident that an influence is present at the 40th order, approximately 10 dB. Integrating the sound spectra gives the total sound pressure level at the observation point; the influence of the additional spectral orders increases the total sound pressure level by 3.6 dB.

6.3 Summary

The inability to model a two way coupling between the spinning modes generated in Lowson’s equation and the boundary element solver Sysnoise was from the outset not possible. A one way coupling was investigated, whereby several solutions (near, mid and far field) where generated from the Lowson’s calculation on an arbitrary cylindrical surface. Both Neumann and Dirichlet boundary conditions were investigated in Sysnoise; propagation into the far-field showed results dissimilar to those calculated solely using Lowson’s formulation, which agrees well with the analytical solution. In the case of the Dirichlet boundary condition, pressure at the interface of the two solutions agreed, but the disagreement of the pressure gradients at the interface yielded inaccurate predictions of the spatial pressure drop. Conversely, the use of a Neumann boundary condition yielded accurate pressure gradients at the interfaces, but the inability to set the pressure also yielded poor results. An accurate coupling between the Lowson’s code and LMS Sysnoise was thus not achievable.

The FEM model created allowed a two-way coupling between rotating and stationary domains, albeit in only two-dimensions. The software was incapable of modelling the wave equation in it’s standard form due to the moving mesh ALE (Arbitrary Lagrangian Euler) description’s inability of modelling
Figure 6.20: Stator casing geometry

Figure 6.21: Comparison of pressure spectra with and without casing
equations with a second order time derivative. A two equation formulation of the wave equation was thus derived, and successfully validated. Additionally, formulations were derived for a far-field boundary condition, a wall-source boundary condition and the interface between the rotating and stationary domain, all successfully validated using trial models. Rotating models were constructed (both fan blade and clawpole) and both were shown to generate spinning modes very similar to those generated using Lowson’s formulation, albeit at different magnitudes. Finally, a trial was made to test for casing effects, and it was found that the casing influences high orders (wavelengths at least smaller than the geometry), in particular above the 60th, and the total sound pressure at a point by 3.6 dB. The findings however show only the influences at a point and to a degree, given the symmetry of the domain used, in the field. The influences the casing has on three-dimensional propagation are uncertain.

Considering the findings of Section 5 it is evident that the non-inclusion of a stationary casing has indeed little effect on total sound generated. This is noted given that simulated and measured total-energy from all orders is within 1.5 dB(A). The fact that some of the higher orders were poorly calculated in Section 5 (the 56th order of the reference model, and the 40th order of the clawpole-alone model) imply from the finding of this section that there is some energy produced at higher orders due specifically to the reflections of waves between the casing and rotor.
Chapter 7

Conclusions and recommendations

The scopes and objectives laid out at the beginning of this work were used as broad guidelines to develop methods that can be used in the development of alternators to ensure aerodynamic noise specifications are met. Particular focus was placed on tonal noise and its prediction, as tonal noise components are often the most critical due to the concentration of sound energy at single frequencies and orders; such phenomena are often perceived as annoying. In the experimental work, it was shown that this tonal noise has a particularly strong contribution to total sound energy produced; the removal of upstream ribs, which was shown to influence individual orders by up to 30 dB(A), contributed up to 6 dB(A) in total noise; an increase in sound energy by a factor of 4. This not only showed the importance tonality plays in the total sound energy produced, but also highlighted the necessity to analyse the transient pressure variations in the system. With this, the need for transient CFD computations for source input calculation was grounded.

Through an analysis of the literature relating to current aeroacoustic calculation practices, a decision on the methodology to use throughout this work was made. Out of the three types of aerodynamic noise sources (the monopole, the dipole and the quadrupole), the current body of knowledge showed that for industrial, small machines operating at sub sonic speeds, the dipole source was the prevalent one. For the case of the alternator, this was shown to be the case experimentally, with sound power level increase over speed shown to be proportional to the sixth power of the Mach number/rotational speed; the relationship expected from predominantly dipole sources.

These findings set the requirements for the numerical models; the models had to take into account system transients in addition to the modelling of dipole sources. Through further literature studies, the Ffowcs-Williams and Hawkings based Lowson’s formulation was found to meet these requirements; a tool in Matlab was subsequently developed to allow the use of CFD transient surface pressure data as an input for the Lowson’s based solver. The solver was designed such that it could allow user defined source resolutions to be assigned, with sound pressure and power calculated at user specified frequencies and at user specified microphone positions.

Key modifications were however also required for the solver. In order to model the reflective plane from the test bench, a mirror source calculation was implemented. This involved the mirroring of all source terms under the reflective plate. Validation showed that the model was correct, in that, as expected from the theory, it generated symmetrical results about the reflective plane and, more importantly, produced zero pressure gradients across the reflective plane, this being the well known hard wall Neumann boundary condition. The second modification involved altering the form of the dipole sources, such that over time, they would only act in the surface normal direction. This was in order to overcome sound being generated behind solid sound emitting surfaces. Again, validation showed this modification to work correctly.

Initial measurements taken had indicated main noise generating mechanisms in the system. Through
modification of key geometries, it was experimentally shown that the main fan blade generated noise mechanism was the upstream ribs. Transient CFD studies showed that in this region, the velocity field was altered significantly. For the rotating fan blades, this had the effect of changing the pressure distributions on the fan blades in this local region. These pressure fluctuations were shown both experimentally and analytically to be significant contributors to the sound generated.

For the case of the clawpole fingers, the main sound generating mechanism was shown to be the interactions occurring between the clawpole fingers and the outer casing holes. For the standard geometrical case, the noise generated was concentrated at higher orders due to the high frequency pressure fluctuations on the clawpole fingers from the 48 casing holes. Experimentally, it was additionally shown that by modifying these holes (closing selective holes), significant increases in lower order noise was achieved. Although the clawpoles were constructed of 8 symmetrical surfaces, it was shown numerically in addition to experimentally that they produced noise peaks at every fourth order. This was found to be due to asymmetrical pressure distributions on consecutive fingers due to the different relative positions of downstream fan blades, of which there were 12.

Two cases were numerically calculated and compared to experimental results; a reference alternator with upstream ribs, clawpole fingers and fan blades, and a similar configuration without fan blades. It was found that the dominant frequencies were generally predicted within 6 dB(A) of experimental results. Total sound power levels were not predicted as accurately, with up to 10 dB(A) differences noted. This was due solely to the inability to model broadband noise; the assumption of periodicity allowed calculation of tonal noise at every 4th and 8th orders (for the reference and no-fan case respectively). Broadband noise sources between orders could not be calculated.

Considering however the energetic summation of the sound at the calculated and measured orders, the comparison was significantly better. Differences between the numerical model and experimentally measured sound power were within 1.5 dB(A). Furthermore, comparison of the relationship between the sound pressure values between individual microphones showed very well agreement; the loudest and quietest microphones were well predicted, as was the relationship between consecutive microphones. Detailed computational analysis, using a fine mesh of microphones, indicated an asymmetry in the sound propagation which was also noted experimentally. This asymmetry, through the use of the numerical tool developed, was shown to be due to the reflective plane.

In order to assess the ability for the procedure to function in a development framework, a complex alternator geometry based on a current product was computed and compared to experimentally using 10 alternator samples. Once again, total sound energy was incorrectly predicted due to the inability to model broadband noise components. In contrast however, the energetic summation of calculated and measured orders agreed very well with measured data; the numerical result was within the results obtained from the 10 samples. Orders were also calculated very well, in particular the fan orders and the relationship with one another (in this instance, the asymmetry of the fan blades yielded a wider range of frequency contributions). Errors at the higher orders, in addition to the 16th, were apparent, however this was due to the CFD models simplified stator which assumed 48 symmetrical equally sized holes; in reality, these holes are not equally sized, and thus shift some sound energy to lower orders.

Finally, work was carried out to study the effects of the casing. A coupling between the BEM solver LMS Synnoise and the Lowsons code was implemented, in order to propagate the spinning modes generated in the Lowson’s solution outwards past the casing. This propagation was however not possible given the inability to specify both pressure and pressure gradients on the interface. In specifying one or the other, poor correlations were shown with an analytical solution of a fundamental source.

The FEM implementation in COMSOL was somewhat more successful. Although not coupled to the CFD solution and only a 2D model, casing effects were investigated. Models were created which allowed the solution of the wave equation in a multi-domain (rotating and stationary) while preventing
reflections at the far field boundary. Boundary conditions for the sources were developed, which allowed sound wave creation but also sound scattering. Comparison between a geometry with a casing and one without showed some influence. A 3.6 dB increase in total sound pressure was noted, due predominantly to increased orders above the 60th; additional orders appeared to be created due to casing effects. The 8th, 48th and 56th orders remained unchanged, while a 10 dB increase in the 40th order was noted.

In summary, the tools developed within the framework of this project have achieved the purpose that was set out. The tool has been used on an actual alternator geometry being developed and has predicted most orders well, in addition to predicting very well the energetic sum of orders. Total energy is poorly predicted due to the lack of broadband noise modelling. The ability to separate the sources at will and determine their noise contributions thus allows localisation of noise sources. Finally, the model based on Lowson’s equation works quickly; there is no need for added meshing, CFD results need only be imported. The transient CFD calculations, due to their resource requirements, are the main hurdle in obtaining quick turnover of results. Simulation time for the two cases shown was between 4 to 6 months using up to 20 CPU cores. The full model test using the product geometry indicated that larger time steps also yielded good results, with converged calculations taking 14 days using 16 CPU cores. Studies however were not conducted in order to determine whether the larger time steps influenced the poor accuracy of the higher sound orders (in addition to the geometrical assumption of symmetry at the stator).

Recommendations for further work, given the findings of this work, include the modelling of broadband noise sources. Technically, this is also possible using the Lowson’s formulation with the use of more extensive time domain results (several rotations). The assumption of a strongly periodic system would need to be relaxed. Additionally, further turbulence models would need to be investigated in order to accurately resolve small scale turbulence. Through the modelling of such sources, and relaxing the assumption of periodicity, it is expected that total sound power values would be higher, closer to those measured.

Further validation using industrial systems is also recommended. The one validation carried out showed very promising results, however it also indicated the importance of modelling small scale asymmetries (such as those in the stator winding) for the proper modelling of clawpole generated orders. This work is currently continuing, and it is hoped that a set of validations for complex geometries will be possible in the near future.

The Lowson’s implementation thus far only calculated rotating sources, ignoring pressure fluctuations occurring on the static surfaces. For the fan blade and stator interaction, this appears to have little bearing given the very good prediction of fan blade generated sound in both the simplified case, in addition to the complex alternator model. Analysis of CFD results also showed pressure fluctuation on the fan blade to be greater than that on upstream and downstream stationary components, however clawpole fluctuations were of similar magnitude to the stationary surface pressure fluctuations. The proximity of the clawpole to the casing produces surface pressure variations on the stationary surfaces; the ability to determine their influence on total sound energy and the individual orders needs to be investigated, however given the Mach number components in Lowson’s equation, it is expected that the stationary surfaces with comparable pressure fluctuations will have a smaller contribution to sound than the rotating surfaces.

Finally, the FEM based work carried out showed some influence from scattering effects on the casing, with an increase in total sound pressure at a point of 3.5 dB. Orders above the 60th were shown to be influenced, in addition to the 40th order. Given that the trials were carried out in a two-dimensional domain, influences on total sound energy were difficult to determine. Further studies into three-dimensional effects of a casing in the alternator are therefore recommended.
Bibliography


