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Summary

In last decade, Short Word Length (SWL, often single-bit) processing has proved promising technique in the development of DSP applications with low complexity and high performance. Recently, many general purpose DSP applications such as Least Mean Squares-Like single-bit adaptive filter algorithms have been developed using this SWL technique and have been shown to achieve similar performance as multi-bit systems. The reported benefits of the SWL techniques include their intrinsic simplicity of operation, low power consumption and efficient hardware implementation.

A key function in SWL systems is sigma delta modulation (ΣΔM) that operates at an over sampling ratio (OSR), in contrast to the Nyquist rate sampling typically used in conventional multi-bit systems. Using large over sampling ratios is one way to improve the noise performance of a system, although potentially at the cost of overall throughput.

To date, the analysis of SWL (or single-bit) DSP systems has tended to be performed using high-level tools such as MATLAB, with little work reported relating to their hardware implementation, particularly in Field Programmable Gate Arrays (FPGAs). Two primary areas of interest exist here. The first is the comparative behaviour of SWL and multi-bit systems exhibiting at equal spectral performance in terms of their relative area, power and throughput. Secondly, it remains to be determined how chip area-performance varies with varying OSR and bit-width of the hardware SWL system.

This thesis explores the hardware implementation of single-bit systems in FPGA using the design and implementation in VHDL of a single-bit ternary FIR-like filter as an illustrative example. The impact of varying OSR and bit-width of the SWL filter has been determined, and a comparison undertaken between the area-performance-power characteristics of the SWL FIR filter compared to its equivalent multi-bit filter. Further, an analysis of single-bit adaptive channel equalization in MATLAB has been performed, which is intended to support the design and development of efficient algorithm for single-bit channel equalization.

As the performance of FIR filters is chiefly determined by the throughput of their multiply-accumulate (MAC) stages, an efficient organization for the design and implementation of this block has been proposed and its area-performance characteristics analysed using commercial FPGA devices in Quartus-II® and ModelSim®. It has been found that SWL filters can achieve clock frequencies in the range of 400 MHz suitable to process, for example, a 6 MHz video signal at an OSR of 64. The proposed adder organization has been used as a baseline for further investigation into the comparison between single-bit FIR-like filters and their conventional multi-bit counterparts.
The proposed ternary filter structure has been merged with IIR re-modulator component and the design and implementation of the overall single-bit FIR filter has been explored in hardware in order to compare its power-area-performance characteristics with approximately equivalent multi-bit FIR filters. Both filters types were designed and simulated in pipelined and non-pipelined mode. In this set of simulations, varying OSR (32 – 256) was used to identify the area-performance-power analysis of two techniques. The simulation results show that single-bit FIR-like filter consistently outperforms the multi-bit technique in terms of its area, performance and power except at the highest filter orders analysed in this work. It was also found that increasing OSR increases SNR at the cost of higher chip-area.

The stability of the single-bit FIR-like filter mainly depends upon IIR remodulator due to its recursive nature. Thus, we have investigated the stability IIR remodulator and propose a new model using linear analysis and root locus approach that takes into account the widely accepted second order sigma-delta modulator state variable upper bounds. Using proposed model we have found new feedback parameters limits that is a key parameter in single-bit IIR remodulator stability analysis.

In the second stage of thesis, three encoding techniques called canonical signed digit (CSD), 2’s complement, and Redundant Binary Signed Digit (RBSD) were designed and investigated on the basis of area-performance in FPGA at varying OSR. Simulation results show that CSD encoding technique does not offer any significant improvement as compared to 2’s complement as in multi-bit domain. Whereas, RBSD occupies double the chip area than other two techniques and has poor performance.

Finally, aspects of single-bit adaptive channel equalization, which is a key element in all the communication systems, have been analyzed. A new mathematical model has been derived with all inputs, coefficients and outputs in single-bit domain. The model was simulated using narrowband signals in MATLAB and investigated on the basis of symbol error rate (SER), signal-to-noise ratio (SNR) and minimum mean squared error (MMSE). The results indicate that single-bit adaptive channel equalization is achievable with narrowband signals but that the harsh quantization noise has great impact in the convergence.
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Chapter – 1

Introduction

1.1 Introduction

Although rapid advances in Very Large Scale Integration (VLSI) have made it possible to implement fast and efficient DSP functions in hardware, there is a continuing pressure towards smaller area with high performance at low power consumption in portable devices. As a result, there has been much research into finding optimal hardware implementations that fulfil these competing requirements [1-4]. For example, the characteristics of Finite Impulse Response (FIR) digital filters, which are widely used in signal processing applications, depend directly on the complexity of the essential multiplication steps that, in turn, increase linearly with the order of the filter. Regardless of the many optimizations that have been proposed, a large number of multiplication stages still translates into large area, delay and power consumption.
Sigma delta modulation (ΣΔM) based systems have the potential to mitigate the overhead of large multiplications and reduce the complexity of modern DSP systems. Sigma-delta modulators, which have already been widely adopted for A/D or D/A conversion, have recently been utilized for the development of DSP applications. For example, a LMS-Like single-bit adaptive filter has been developed to address the issue of noise cancellation in the real time mobile applications [5].

Despite these advances, there are many issues to be resolved particularly the application of Short Word Length (SWL) systems to VLSI implementations and how these contrast to their equivalent multi-bit system. These issues are addressed in this thesis as a way of promoting the adoption of ΣΔM based SWL systems in both communications related and general purpose DSP systems.

The term SWL is generally used to represent a system whose input, intermediate signals and final output can be in short word format i.e., 1 – 3 bits. Often SWL systems are known by the terms (that are even used throughout this thesis are) binary (or single-bit or bit-stream), and ternary. In the case of a FIR-like filter (see section 3.3) and adaptive channel equalization (see section 5.3) the term single-bit ternary has been used to indicate that the filter coefficients are in ternary format while its input is in binary (or single-bit i.e., +1, -1) format.

Following is given the detailed research questions, prospect objectives and novel contribution in the domain of SWL DSP systems.
1.2 Research Questions and Thesis Objectives

This thesis set out to answer the questions outlined below. To this end, the work has focussed primarily on the hardware characteristics of SWL FIR filters, especially in FPGAs. In addition, single-bit adaptive channel equalization and stability analysis of single-bit ternary FIR-like filter has been addressed in MATLAB.

1.2.1 Research Questions

- How can efficient, fast single bit and ternary filters are organized based on Sigma Delta Modulation to be used for Lowpass, Bandpass and other applications in mobile communication?

- How do single-bit, ternary and multi-bit FIR filters exhibiting equivalent spectral performance compare in terms of their power-area-performance characteristics? In particular, what is the impact of increasing the OSR or bit-width in hardware?

- How can the best possible stability criterion of single-bit ternary FIR filter be achieved?

- Is it possible to utilize LMS adaptive techniques for the design and development of SWL LMS-like adaptive channel equalization? Can we achieve adaptive equalization using coefficients in a ternary format?

1.2.2 Aims and Objectives

The primary aims of this work have been to:
• Design an efficient algorithm for the development of ternary adder circuit in VHDL that can be adopted for the synthesis of ternary FIR filter and investigating its area-performance characteristics.

• Analyze the power-area-performance characteristics of single-bit ternary FIR-like filter in FPGA at varying OSRs in order to compare it with its corresponding multi-bit FIR filter.

• Design and propose a more reliable stability model for IIR remodulator that takes into account all the stability factors of $\Sigma\Delta M$ and that can be applied to the single-bit ternary FIR-like filter.

• Investigate the area-performance characteristics of single-bit Ternary FIR filter using the alternative techniques of 2’s complement, Canonical Signed Digit (CSD) and RBSD.

• Design and investigate a new single-bit ternary adaptive channel equalization organization using block LMS algorithm.

1.3 Novel Contributions

• In single-bit FIR filters the requirement for a high OSR rate tends to cause the multiply/accumulate stage to become bulky. As a result, an efficient adder circuit design has been proposed and analyzed for these structures;
• A novel method of finding the power-area-performance characteristic of single-bit and multi-bit FIR filter in hardware at equivalent spectral performance has been determined and used to compare the two approaches with varying OSR;

• A new model has been proposed for the stability analysis of single-bit IIR filter using linear analysis and a root locus approach. The model takes into account typical stability upper bounds and achieves better stability results with extended feedback parameters limits;

• An illustrative single-bit Ternary FIR filter has been designed, implemented and simulated on a commercial FPGA range and their area and performance behavior analyzed using 2’s complement, canonical signed digit (CSD) and Redundant binary signed (RBSD) representations for data and coefficients;

• The non-trivial task of single-bit adaptive channel equalization has been addressed and a novel model has been proposed and simulated in MATLAB using narrowband signals. The results have shown significant achievement in terms of signal-to-noise ratio (SNR), symbol error rate (SER), and minimum mean squared error (MMSE).
1.1 Thesis Organization

This thesis is organized as follows. Chapter 2 provides a survey on sigma delta modulation based short word length signal processing techniques, highlighting previous work done in this area. Contemporary multi-bit applications, especially FIR filter design and implementation in FPGAs have been extensively addressed. The architecture level design of single-bit applications is briefly covered.

In chapter 3, we present the comparison of single-bit and multi-bit FIR filters in FPGAs on the basis of their power, area and performance characteristics. The comparative filters were coded in VHDL using pipelined and non-pipelined modes and simulations carried out with binary data streams and ternary coefficients. It was found that the single-bit FIR filter offers superior area performance tradeoffs except at very high filter order. Further, the stability of single-bit IIR filter organizations was investigated and a new design proposed. This takes into account the stability upper bounds and enhances the control over sigma-delta modulator and quantizer input so that it becomes easier to control the overall stability of the system. With the proposed design, the upper limits of the feedback parameter increases from 0.16 to 1.5.

In chapter 4, three alternative encoding techniques; Two’2 complement, canonical signed digit (CSD) and Redundant Binary Signed Digit (RBSD) were investigated for the representation of the coefficients and data. Simulations were carried out using small commercial available FPGAs from Altera. The area-performance characteristics of the ternary FIR filter were evaluated and maximum operating frequency ($F_{\text{MAX}}$) was
computed for each simulation. Simulation results show that, in contrast to the case with conventional filters, digit encoding techniques such as CSD do not offer significant advantages in the single-bit domain. RBSD has been show to consume twice the chip area and returns no performance advantage.

In chapter 5, a novel approach to single-bit adaptive channel equalization is proposed. All of the inputs are maintained in single-bit format including channel transfer function. MATLAB simulation results shows that equalization filter can achieve significant signal-to-noise ratio (SNR), very small symbol error rate (SER), and minimum mean squared error (MMSE) with narrowband signals. Further work on this topic may leads towards better performance with more features and accuracy.

In chapter 6 we conclude and point to future work.
Chapter – 2

Conventional and Single-bit FIR Filtering Techniques

2.1 Introduction

In general terms, two classes of digital filters are available: Finite Impulse Response (FIR) and Infinite Impulse Response (IIR). The choice of these filters can be categorized on the basis of speed, chip area, hardware complexity, spectral filtering and linear phase requirements. Both filters have advantages and disadvantages. FIR filters offer linear phase and simple hardware implementation but require a higher filter order to meet a specific application requirements compared to the IIR filter. By contrast, IIR filters exhibit stability problems due to their recursive nature that increases the overall filter gain and exaggerates quantization errors.
The general structure of a FIR filter is shown in Figure 2.1. The filter comprises a tapped delay line plus a multiply-accumulate (MAC) section. FIR filters operate such that every current sample and all previous input samples are multiplied with the coefficient (i.e., tap) values. This multiplication must take place before the next sampling instant requiring very fast multipliers that may consist of individual elements or a group of extremely fast multiplexed multiplier blocks. Mathematically, the FIR filter output $y(k)$ can be described by the convolution of the filter coefficients $\{h_i\}_{i=0,1,\ldots,N}$ and the input signal $\{x(k)\}$ as follows:

$$y(k) = \sum_{i=0}^{N} h_i x(k-i)$$  \hspace{1cm} (2.1)$$

where $N$ is the order of the filter.
The operation of IIR filters is inherently recursive in nature and consequentially they exhibit a more complex structure than the FIR. Their operation is given by the recursive formula:

\[ y(k) = \sum_{i=0}^{N} b_i x(k-i) - \sum_{j=1}^{M} a_j y(k-j) \]  

(2.2)

where \( \{b_i\} \) and \( \{a_j\} \) are the filter coefficients. An IIR filter structure with direct form-II is shown in Figure 2.2. Unlike a FIR filter, the IIR equation contains poles. Unless the filter poles are confined within the z-domain unit circle, filter stability cannot be assured.

Figure 2.2 Block Diagram of an IIR direct form II filter

It is evident that FIR and IIR filter structures contain many multiplication and summation operations. When realized in integrated circuits multiplication operations typically require complex logic and a large amount of silicon area. As an example, for
a \( k\)-bit multiplication, approximately \( 20k^2 \) transistors are required [6]. The efficiency of these traditional filters can be improved by reducing the number of transistors required for the multiplication operation. This reduction can be achieved by reducing the number of bits of both the input and its coefficients. However, simply reducing the filter coefficient or input word length will have a detrimental affect on the filtering capabilities or the output signal dynamic range.

An appropriate way to achieve this objective can be to use sigma-delta modulators that are already widely accepted for in the ADC/DAC domain. The use of Short word-length, particularly single-bit techniques derived from sigma-delta modulators greatly simplifies the arithmetic processing within filter systems. The main attraction of SWL and especially single-bit systems is their intrinsic simplicity of operation, low power consumption and stability. SWL filters can exhibit excellent area-performance tradeoffs when implemented in hardware [7].

By their very nature, short word-length systems do not require the complex integer multiplication that can be a limiting factor in contemporary multi-bit signal processing. Single-bit multiplier design can easily be implemented by simple AND/OR logic, multiplexers or small LUT blocks. This simplified design is highly attractive for hardware implementation using Field Programmable Gate Arrays (FPGA) and especially ASIC, as reducing the number of general-purpose digital multipliers in the chip is a major challenge in both these domains.
Initially, the applications of single-bit sigma delta modulated (ΣΔM) systems to mobile communications tended to be restricted to audio processing because it had proved difficult to perform complicated DSP tasks efficiently using 1-bit processing. However, in last two decades a new generation of short word-length (SWL) systems have been developed that can perform general-purpose DSP functions, including classical and adaptive LMS filtering [8-14]. The design of single-bit ternary FIR-like filter have been at the forefront of this research [10].

Ternary is a term used to describe the format of coefficients that are drawn from the set \{±1, 0, -1\}. In abstract analyses such as using MATLAB, the physical hardware implementation is typically ignored, but this can include conventional 2 bit binary (using three of the four available symbols) or single-line multi-level encoding [15]. Numerous ternary algorithms have been published (see section 2.3.2) that have been found to be difficult in implementation [16-18]. Various MATLAB analyses of these algorithms have been reported along with more general issues related to sigma-delta modulators such as: stability, limit cycles, chaos, idle tones, integrator spans, adaptation etc. However, the hardware implementation of bit-stream filters is rarely reported and there are still unresolved issues that need to be addressed. Some of these issues, which are investigated later in this thesis, are as follows. First of all, the efficient design of single-bit ternary FIR filters is difficult due to the requirement for high oversampling ratios that, in turn, require a large number of coefficients. Secondly, it is unclear to how to compare single-bit and multi-bit approaches in hardware as the
analysis of the relative area, power and performance of these filters tends to be a cumbersome task.

Recent rapid changes in wireless communication have increased the role of adaptive filters and channel equalizers. Many adaptive algorithms have been proposed that may be well suited to a SWL channel equalization approach [19-21]. However it is still unclear what form such a SWL adaptive channel equalizer might take and its analysis is challenging due to the single-bit nature of the adaptive coefficients that are derived after coarse quantization. In addition, rigorous stability analysis of the single-bit ternary FIR filter is still an open question that requires detailed consideration. This may lead to a modified robust design of overall single-bit ternary filters.

As a result, this thesis aims to extend the theoretical work into SWL filters to support the development of efficient ternary FIR Filter algorithms in the form of small, fast filter modules that can be used in mobile communication applications. The application of such systems can be predicted to lead to substantial reduction in hardware size and execution time. This may lead to mobile phones that are smaller, lighter, cheaper, and that run for longer on a battery charge.

This chapter presents a comprehensive survey of efficient bit-stream signal processing that encompasses sigma-delta as an integral part. This survey begins with brief introduction of short word length (often single-bit) systems and importance in the current systems. This introduction is followed by a short review of sigma-delta
modulation and its signal and noise transfer functions derivations, followed by investigation of fast and efficient filter design algorithms based on $\Sigma\Delta$M. Finally, some single-bit $\Sigma\Delta$M are discussed along with their VLSI analysis and the literature survey is summarised.

### 2.2 Sigma-Delta Modulation

Oversampled sigma-delta modulators have numerous advantages over Nyquist rate conversion devices. For example, they are simple in nature, offering low cost hardware design, robust behaviour in the face of analog component imperfection and reduced complexity of the anti-aliasing filter [22]. One major advantage of $\Sigma\Delta$M is their inherent noise shaping that is accomplished by coarse quantization (e.g., a coarse ADC) with a feedback loop around the quantizer that suppresses the quantization noise power within frequency band of interest [23]. This important aspect of the $\Sigma\Delta$M that supports a good balance between bandwidth and quantization noise [24]. Hence, quantization noise is moved away from the band of interest, which allows the input signal information to be passed towards the output with minimal alteration and behaves as high pass filter for the quantization noise (or quantization spectral density).

Typically $\Sigma\Delta$M conversion is achieved by the oversampling ratio and noise shaping effects [25]. As a result, $\Sigma\Delta$Ms are being proposed as alternate solutions to contemporary multi-bit signal processing designs [7, 10, 26]. Their applications are now found in diverse fields. For example, wired and wireless communication systems
[23, 27-28], DC blockers [11], arithmetic processing modules [29], neural networks [30], and audio processing, to name a few. For example, in [10] the conflicting requirements of high sampling rate, large dynamic range, and removal of the power interference before the amplification are managed by the use of sigma delta ADCs.

Typically, ΣΔM blocks are used to convert multi-bit output into single-bit format. This single-bit format generated by the sigma-delta modulators is normally filtered through a lowpass filter to reduce the quantization noise affects called demodulator and convert back the bitstream format (i.e., single-bit) into its original format. The collective filtering and down sampling operation after ΣΔM is known as decimator [25].

2.2.1 Sigma-Delta Modulator Block Diagram

The general block diagram of the sigma-delta modulator is shown in figure 1. This diagram may be divided into two parts i.e., linear and nonlinear. Loop filter is a linear part with memory element and quantizer is a nonlinear part that is without memory. The linear part is a two input system where the single output ($W$) can be expressed as a linear combination of its input $X$ and $S$. Generally, the sigma-delta modulator loop filter has a low pass characteristic for low frequency applications such as audio processing. This low pass modulator can be manipulated to create a band pass modulator such as reported in [31].
Sigma-delta modulators operate at an oversampling ratio that defines how much faster the oversampled modulator operates compared to a Nyquist-rate converter \[31\]. The term oversampling is a ratio between the sampling frequencies divided by the Nyquist rate that can be written as 
\[ \text{OSR} = \frac{f_s}{2f_o} \]
Here \(f_s\) is the sampling frequency and \(f_o\) represents the maximum input signal frequency (i.e., Nyquist criterion \(2 \times f_o\)).

The oversampling ratio reduces the non-shaped in-band noise by 3 dB for every doubling of the sampling frequency \[25\]. Thus, doubling the sampling rate from \(f_s\) to \(f_{s1}\) causes the in-band quantization noise that was previously spread over \([\frac{-f_s}{2}, \frac{f_s}{2}]\) to be spread over double the frequency i.e., \([\frac{-f_{s1}}{2}, \frac{f_{s1}}{2}]\).

Hence, the noise power spectral density is reduced to half its previous value. This reduction is in addition to the noise shaping affect that is an inherent part of the \(\Sigma \Delta M\) due to its built-in filtering action. This noise shaping affect may become more clear from the in-band noise spectrum approximation that is derived by considering error as white noise assumption \[25, 31\]:

---
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\[
Q \approx \left( \frac{\pi^{2N}}{2N + 1} \right) \left( \frac{1}{OSR^{2N+1}} \right) \frac{\Delta^2}{12}
\]  

(2.3)

where \( Q \) represents the in-band quantization noise, \( N \) is the order of the modulator, and \( \Delta^2/12 \) is the white noise mean square value. It can easily be seen that in-band quantization noise can be reduced by increasing either or both the order of the sigma-delta modulator or the oversampling ratio. From (2.3) it is clear that the typical number of bits added to the resolution by doubling the OSR is \( N + 0.5 \) for first order sigma-delta modulators and \( 2N + 0.5 \) for second order sigma-delta modulator and so on.

### 2.2.2 Trade-offs Between \( \Sigma\Delta M \) OSR and Modulator Order

There is a direct trade-off between the OSR and order of the sigma-delta modulator. With lower order of the sigma-delta modulators, higher OSRs are needed to suppress the in-band noise [31]. For example considering \( N = 2 \) in (2.3) i.e., second order \( \Sigma\Delta M \), gives a decrease of in-band noise by 15dB at each doubling of OSR as compared to the 9dB that is achieved by first order \( \Sigma\Delta M \). Thus the increase in OSR required by lower order \( \Sigma\Delta M \)s is a limiting factor that may restrict their use in broadband applications.

Three different approaches have been proposed for obtaining the better noise shaping with lower oversampling ratio [32]. One of them is to accommodate higher order of the sigma-delta modulators which gives higher noise transfer functions and reduces the noise power spectral density. The major problem with higher order of the sigma-delta modulators is their inherent instability. Employing a multi-bit quantizer is
another approach but at the cost of higher insensitivity of the quantizer itself. A third approach is to cascade the sigma-delta modulators, a technique also known as multi-stage or MASH (i.e., Multi-stage noise SHaping). Many alternate ΣΔM structures have been proposed with various orders; a good survey of these structures can be found in [31].

2.2.3 Quantizer Behaviour in ΣΔM

The overall behaviour of the sigma-delta modulators has to be considered to be non-linear due to its quantizer, thus its stability is a major concern. Normally, first and second order modulators are considered stable in nature but offer lower noise suppression. On the other hand, higher order of the sigma-delta modulators offer better in-band noise suppression but it becomes increasingly complicated to predict the quantizer behaviour.

Generally, the single-bit quantizer i.e., one that has only two possible options \{+1,-1\} is preferred in ΣΔM systems due to its superior linearity compared to the multi-bit quantizer [31, 33]. However, their major problem is their higher level of quantization noise. The multi-bit quantizer has advantages over single-bit unless the quantizer does not overload, something that is less likely in higher order modulators (e.g., \(\geq 3\)) [34].
2.2.4 Linear and Non-Linear Models of ΣΔM

The design and analysis of ΣΔM can be accomplished by considering both linear and non-linear models [34-35]. The linear model of the ΣΔM quantizer is often preferred due to its greater simplicity [34]. While this linearization gives insight into the quantizer behaviour, it does not account for signal dependent quantization noise. In the linear model, the 1-bit quantizer is replaced by a quantizer variable gain that is followed by an additive white noise source with variance calculated as:

\[
e_{\text{rms}}^2 = \frac{1}{\Delta} \int_{-\Delta/2}^{\Delta/2} e^2 de = \frac{\Delta^2}{12}
\]

(2.4)

where \( \Delta \) represents the quantization interval and \( e \) represents the quantization error term (shown in Figure 2.4) that is added to the quantizer input. It states that the error is bounded in the range \( \pm \Delta / 2 \), until and unless the quantizer is not saturated. Hence, the quantizer gain is the ratio of quantizer output voltage to the quantizer input voltage as given below:
\[ \gamma = \frac{Sq(n)}{X(n)} \]  

(2.5)

### 2.2.5 Sigma-Delta Modulator Z-domain Analysis

Based on a linear model in the z-domain, a \( \Sigma\Delta \)M system (see Figure 2.3) can be described by [31]:

\[ W(z) = L_0(z)X(z) + L_1(z)S(z) \]  

(2.6)

where the \( S(z) \) represents the quantizer output that can be described as the quantizer input plus the quantizer error signal (i.e., \( E \)) so that:

\[ S(z) = W(z) + E(z) \]  

(2.7)

Using these relationships, the output \( S \) can be written as a linear combination of two signals, namely the modulator input \( X \) and the quantization error \( E \):

\[ S(z) = STF(z)U(z) + NTF(z)E(z) \]  

(2.8)

where,

\[ NTF(z) = \frac{1}{1 - L_1(z)} \]  

(2.9)

and

\[ STF(z) = \frac{L_0(z)}{1 - L_1(z)} \]  

(2.10)
With given desired $NTF$ and $STF$, loop filter transfer function can be computed by the following relationships:

\[ L_0(z) = \frac{STF(z)}{NTF(z)} \]  \hspace{1cm} (2.11)

and

\[ L_1(z) = 1 - \frac{1}{NTF(z)} \]  \hspace{1cm} (2.12)

These relationship can be applied regardless of the structure of the loop filter and input-output characteristics of the $\Sigma\Delta M$ are determined by solely $STF$, $NTF$ and the properties of the quantizer [31]. In the simplest case, the signal is delayed by $j$ clock periods in the modulator so that the $STF$ satisfies $|STF| = 1$, and the $NTF$ requires the quantization noise to be differentiated $N$ times. Then,

\[ STF(z) = z^{-j} \]  \hspace{1cm} (2.13)

\[ NTF(z) = (1 - z^{-1})^N \]  \hspace{1cm} (2.14)

By replacing these terms in (2.10) and (2.11), we get:

\[ L_0(z) = z^{-j}(1 - z^{-1})^{-N} \]  \hspace{1cm} (2.15)

and

\[ L_1(z) = 1 - (1 - z^{-1})^{-N} \]  \hspace{1cm} (2.16)

Considering the first order $\Sigma\Delta M$ loop filter (shown in Figure 2.5) that has a single input and only the difference $x(n) - s(n)$ enters the loop filter. Then
$L_o = H(z)$ and $L_i = -H(z)$, and STF and NTF of the 1st order modulator are given below:

\[
NTF(z) = \frac{1}{1 + H(z)} \tag{2.17}
\]

\[
STF(z) = \frac{H(z)}{1 + H(z)} \tag{2.18}
\]

where $H(z)$ is the transfer function of the common portion of the loop filter. Now, $H(z)$ along with the quantizer, determines all the important properties i.e., stability, signal and noise transfer functions of the modulator [31]. From the above given NTF relationship it is evident that quantization error $Q(z)$ is spectrally filtered.
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**Figure 2.5 First Order Sigma-Delta Modulator Topology**

To illustrate this spectral filtering let us replace the loop filter $H(z)$ by its equivalent transfer function i.e.,

\[
H(z) = \frac{z^{-1}}{1 - z^{-1}} \tag{2.19}
\]
where $H(z)$ is an integrator. However, more accurate models have been proposed that take into account the non-linear behaviour of the quantizer (e.g., [35]) but the model presented here (Figure 2.6) is a workable mechanism for understanding the behaviour of the $\Sigma\Delta M$ [36]. If we now replace the $H(z)$ term in (2.17) and (2.18), then the following first order sigma-delta modulator transfer functions are achieved:

\[
STF(z) = z^{-1}X(z) \tag{2.20}
\]

\[
NTF(z) = (1 - z^{-1})E(z) \tag{2.21}
\]

where $STF(z)$ is purely a delayed version of the input that does not change the form of input signal. On the other hand, the quantization noise is filtered with the differentiator $(1 - z^{-1})$ that has a high pass filter response and shapes the quantization noise away from the (low frequency) band of interest. Therefore, if the input signal is in a lower frequency range then it will be modulated in single-bit format with reduced quantization noise [23]. With a uniform distribution between the +1 and -1 for quantization noise, overall $z$-domain linear model that relates the output ($S$) to the input ($X$) is given as:

\[
S(z) = z^{-1}X(z) + (1 - z^{-1})E(z). \tag{2.22}
\]

Similarly for the $N^{th}$ order loop filter input-output relationship can be described as:
\[ S(z) = z^{-N} X(z) + (1 - z^{-1})^N E(z). \]  \tag{2.23}

Here, the term \( N \) denotes the order of the modulator and \((1 - z^{-1})\) is the inherent filtering term that suppresses the in-band quantization noise. As given in (2.3), the traditional linear model for Nth-order modulator relates the output to the input spectrum according to:

\[ S(e^{j\Omega}) = S_x(e^{j\Omega}) + \frac{1}{3} \left[ 2 \sin\left(\frac{\Omega}{2}\right) \right]^{2N} \]  \tag{2.24}

where \( S(e^{j\Omega}) \) and \( S_x(e^{j\Omega}) \) denotes the output and input signal power spectral densities of the \( \Sigma\Delta \)M. The term \( \frac{1}{3} \left[ 2 \sin\left(\frac{\Omega}{2}\right) \right]^{2N} \) is the squared magnitude of the NTF in the frequency band (i.e., noise spectral density) and \( \frac{1}{3} \) is the error term with \( \Delta = 2 \) (i.e., \( \left(\Delta^2/12\right) = 1/3 \)).

In general terms, quantization error is dependent on its input and is defined as difference between quantizer output and its input (i.e., \( e_q(n) = q_o(n) - q_i(n) \)). Quantization error is considered as noise when the error has statistical properties that are independent of the signal, and error samples are highly uncorrelated from sample-to-sample. Hence, the ideal in-band SNR (i.e., \( \text{SNR}_{\text{in}} \)) achieved by the \( N^\text{th} \) order \( \Sigma\Delta \)M is given below [25]:
\[ SNR = 10 \log_{10} (\sigma_{xy}^2) - 10 \log_{10} (\sigma_{qy}^2) - 10 \log_{10} \left( \frac{\pi^{2N}}{2N + 1} \right) + (20N + 10) \log_{10} \left( \frac{f_s}{2f_B} \right) (dB) \]  

(2.25)

where \( \sigma_{xy}^2 \) is the signal power at the output and \( \sigma_{qy}^2 \) is the in-band noise power at the output assuming zero mean. As the signal power is assumed to occur only in the specified signal band, it is not modified in any way, and the signal power at the output \( \sigma_{xy}^2 \) is the same as the input signal power \( \sigma_x^2 \). Thus for every doubling of the oversampling ratio (OSR), this modulator provides an extra \((6N+3)\) dB of SNR [25].

Figure 2.6 First Order Sigma-Delta Modulator Topology with Loop Filter Specified

Quantization noise can further be reduced by exploiting the noise transfer function zero locations of the typical \( \Sigma \Delta M \) topology. In [37], with fixed pole locations optimum zero locations up to 8th order of the \( \Sigma \Delta M \) are given that offers significant SNR improvement. With optimum zero locations by increasing the order of the \( \Sigma \Delta M \) (i.e., \( 1 \rightarrow 2 \rightarrow 3 \)) an additional 5-dB SNR improvement was observed in [37].
The Butterworth configuration has been the well-known choice for the pole location of the NTF. These may be described for the $N^{th}$ order $\Sigma\Delta$M topology as:

$$NTF(z) = \frac{\prod_{i=1}^{N}(z - z_i)}{\prod_{i=1}^{\Sigma}(z - p_i)} = \frac{1}{1 + H(z)}$$  \hfill (2.26)

Figure 2.7 NTF at 1 – 3$^{rd}$ orders of the sigma-delta modulator

By increasing the order of the $\Sigma\Delta$M (i.e., the number of integrators) better noise suppression can be obtained. This is evident from the $NTF$ relationship given in (2.26).
In order to estimate the in-band power of the quantization noise, it is useful to find the squared magnitude of NTF in the frequency domain, by setting \( z = e^{j2\pi f} \). For first, second and third order sigma-delta modulators the NTF is plotted and shown in Figure 2.7. It can be seen that third order has double the stop band attenuation than second order and second order has double the stopband attenuation of the first order.

Of course, the output signal from the modulator is in a single-bit format. However, general trend is to filter that output bit-stream using traditional IIR and FIR filtering to remove the quantization noise and then to re-sample and decimate to the Nyquist frequency. Hence, once the \( \Sigma \Delta M \) output is filtered using one of these traditional techniques, the signal is again in a multi-bit format. However, the aim of SWL DSP techniques is to avoid, as far as possible, multi-bit stage(s) throughout the system design using \( \Sigma \Delta M \).

### 2.3 Fast and Efficient FIR Filter Design Techniques

It is no surprise that many signal processing tasks can be accomplished by a microprocessor or a digital signal processor (commonly called DSP kits). Built-in multiplication modules are the core element of these devices. Furthermore, implementation of multiply and accumulate (MAC) circuits within signal processors can significantly improves the throughput of FIR and IIR digital filters structures (see Figure 2.1 and Figure 2.2) that requires large number of multiply and accumulation operations per sampling period.
An alternative solution is to use gate-level programmable devices such as field programmable gate arrays (FPGAs) to perform the digital filtering tasks. Concurrent (i.e. parallel) mode of operations of these devices is of great interest as it can improve the throughput of the digital signal processing circuits especially digital filtering modules. This higher throughput can be achieved at the cost of higher chip area compared to the serial implementation of the circuits. Nonetheless, many of these FPGA devices also possess higher number of built-in multipliers that requires large amount of silicon space within in the FPGA. The most recent FPGA devices have include resources that easily support general purpose signal processing tasks even within mid-range commercial devices.

However, there is direct trade-off between chip area and throughput in these devices. Some obvious applications that require fast and efficient digital filters are decimation filters, audio filter banks, charge-coupled-device filters and software defined radio, all of which require high throughput. To achieve fast and efficient implementations, many techniques have been proposed. The overarching theme of these techniques has been to reduce the complexity of the multiplication process in any way possible. One method of reducing the complexity of the multiplier is to reduce the word length in both input and the filter coefficients. The preferred approach is to utilize the sigma-delta modulation to reduce the word length; this thesis will focus on these methods. Here are many techniques that use some form of sigma-delta
modulation or the like to improve the efficiency of the digital filtering operations. Examples of such techniques were reported in [26, 36, 38-44].

2.3.1 Fast FIR Filters

Fast and efficient filters generally fall in two classes: sigma-delta modulation based and optimization techniques within a multi-bit format. A brief description of both these methods is given below.

2.3.2 Sigma-delta Modulation Based Fast Filters

Much work has been reported on the design and implementation of the sigma-delta modulation based FIR and IIR filters encompassing various forms. The work that was commenced by [16], and progressed by [43, 45] has been reported by many, such as [17, 24, 36, 38-40, 42, 46-47]. More recently sigma-delta modulation based bit-stream adder and multiplier modules have been described in [48-49].

In [40, 42, 46], the efficient FPGA implementation of a narrowband FIR filter is achieved by simplifying the MAC operation using a lower precision input to the filter. This filtering operation requires that the input to the filter should be oversampled and re-quantized through the error feedback $\Sigma \Delta M$ as shown in Figure 2.8. Using Authors have used distributed arithmetic (DA) approach to design error prediction FIR filter that has been placed in negative feedback path (see Figure 2.8). This prediction filter has a flat pass band and leading phase shift in the band of interest. The paper also discusses the optimum prediction filter design based on statistics and a minimum-
mean-squared error (MMSE) calculation. For FIR filter input, only 3 – 4 bits in the re-quantizer output were processed as compared to the original 16-bit input bit-stream to the ΣΔM (i.e., re-quantizer).

Overall, an efficient implementation of a narrowband digital filter through a re-quantizing operation has shown a 50% reduction in logic resources as compared to a traditional FIR filter implementation using a FPGA. This filter shows a great promise for FIR filter implementation. Further reduction in complexity can be gained through harsher requantization to lower precision words.

In [45] and [43] fast and efficient FIR filters are presented. The authors discussed two sigma-delta filtering approaches. In first approach, FIR filter coefficients are encoded using first order sigma-delta modulator. Hence, the input to the filter must be interpolated and zero-padded to $R$ times sampling frequency. An efficient two step interpolation process was proposed that required firstly interpolating the original signal $(x_n)$ by 4 times at a sampling frequency of $4f_N$ resulting in $x_{of}$. This signal $(x_{of})$ was then up-sampled by $R/4$ times (R is the typical OSR) to give $\hat{x}_n$ by appending zeros. The proposed structure is shown in Figure 2.9. The decoder for this filter is used to reconstruct the original signal by resampling to the Nyquist rate and removing quantization noise by using a low pass filter and decimator.
The use of cascaded comb filters as reported in [50] was adopted to further simplify the decoder design whilst removing any alias introduced into the system from the FIR filter. Only two cascaded comb filters were used in design (shown in Figure 2.10) because the authors found that using more than two cascaded comb filters did not improve the trade-off between signal-to-noise ratio of the coded output and the OSR.

In a second approach (Figure 2.11), input data was encoded into single-bit format through sigma-delta modulator whereas the filter coefficients were kept in PCM format. The decoder for this structure was identical to the one shown in Figure 2.10. Signal encoding with sigma-delta modulator worked as an ADC and single-bit coder so there is no longer a requirement for a conventional ADC. Further, no input interpolation is required in this setup as the signal passing through $\Sigma\Delta M$ will be oversampled.
To perform the filtering operation, full precision filter coefficients were zero padded by \( R \) to match the oversampling ratio of the \( \Sigma \Delta M \). Decoder circuits comprising cascaded comb and baseband filters were used to remove the quantization noise and aliases from the filtered output signal. However, the output signal was in multi-bit format in these schemes.
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**Figure 2.9** Block diagram of the FIR filter with \( \Sigma \Delta M \) modulated filter coefficients

![Figure 2.10](image2.png)

**Figure 2.10** Block diagram of the decoder used in FIR filter with \( \Sigma \Delta M \) modulated filter coefficients and with \( \Sigma \Delta M \) modulated input signal

In [43] the authors also propose a fully sigma-delta modulated FIR filter. In this instance, it was recognized that filter performs well if both the input and filter
coefficients are sigma-delta encoded in single-bit format. A similar structure was utilized to that shown in Figure 2.9 except that the interpolator was replaced with a sigma-delta modulator. It was found using simulation that the design exhibits a flat input spectrum in the Nyquist frequency range and the latter approach (Figure 2.11) performed well in comparison to the former (Figure 2.10). This structure was found to further reduce the complexity of the filter’s hardware implementation.

Figure 2.11  Block diagram of the FIR filter with $\Sigma\Delta M$ modulated input signal

A ternary format has an extra symbol for input and filter coefficients and has been found to offer better stop band attenuation and dynamic range flexibility compared to the binary format [7, 43]. While that work illustrates the potential benefits of ternary
encoded filters, the final decoder leaves the output in a multi-bit format that again
requires complex hardware to process.

A slightly different fast and efficient FIR filter design using sigma-delta encoding is
presented in [17] in which a Look-Ahead Decision Feedback (LADF) approach is used
to encode the filter coefficients into a single-bit format. In that work, the proposed
technique is compared with two other $\Sigma\Delta M$ architectures: the multi stage (MASH) and
double loop (DSM2). It was found that the proposed architecture outperforms in
comparison to double loop but has poor performance against the MASH architecture.
Given the lower complexity implementation of the proposed architecture, the author
argues that the method is appropriate for filter encoding. However, the quantizer stage
with LADF architecture is more complex than the single-bit quantizer and its
associated $\Sigma\Delta M$ architecture.

The last group of fast and efficient filters designs use a canonical signed digit
(CSD) quantizer with signed powers of two $\Sigma\Delta M$ output [47]. It is argued that the
CSD quantizer provides many more quantization levels than a single-bit quantizer,
which suits the linear modelling of the system design and can improve the system
stability. Thus an output in CSD format obtained from the $\Sigma\Delta M$ can be used as the FIR
filter coefficients and the multiplication operation becomes simple shifts. Another,
promising scheme, presented in [51] uses a slightly more complex architecture but is
essentially the same technique.
2.4 Single-bit Filtering Techniques

Regardless of the many optimizations that have been proposed, a large number of multiplication stages still translates into large area, delay and power consumption. One-bit $\Sigma\Delta$ modulators are widely used in AD and DA conversion stages due to their inherent linearity and precision. However, it is less common for the entire digital processing path to operate on single-bit data. The more usual approach has been to decimate the signal data stream after conversion and for the remaining processing to be performed in standard binary at the Nyquist rate and with a resolution mandated by dynamic range and noise considerations.

Sigma Delta Modulation ($\Sigma\Delta$M) encoding of the FIR filter coefficients has shown to be efficient way to reduce the complexity of the multiplier and improve its area–performance tradeoffs [52]. The simple arithmetic of single-bit DSP systems results in efficient hardware implementations that map well to FPGA resources, which comprise flip-flops plus simple logic blocks and/or look-up tables. The advantages of single-bit systems were first identified by [16] and further developed in [45, 53] and [47]. Recently, general purpose Short Word Length (SWL) DSP applications including classical LMS algorithms have been described in [10, 14]. In this section we introduce and describe the techniques that have been used to filter whilst maintaining a single-bit output. This section is further divided into two sections i.e., simulation based single-bit techniques analysis and its VLSI analysis.
2.4.1 Single-bit techniques

As the name suggests the single-bit filters produce single-bit output. In last decade various general purpose DSP applications are reported using single-bit sigma-delta modulation encoding including classical FIR filter in [10-11, 14, 54-55]. This single-bit approach was first reported for IIR and FIR filtering in [39] and [36].

In [36], single-bit FIR filtering technique is proposed with bit-stream input and fixed or floating point coefficients similar to the one reported in [43, 45]. However, the major contribution is the replacement of the decoder in [43] by a $\Sigma\Delta M$ that has a low pass signal transfer function. The single-bit FIR filter as proposed in [36] is shown in Figure 2.12.

Similarly, in the second approach presented in [45], the input is assumed to be in single-bit format, while full precision filter coefficients are generated at the Nyquist rate. This newly generated impulse response was interpolated by R times, where R is the oversampling ratio of the input signal, via zero-interleaving. The R aliases that were introduced due to zero-interleaving in [45], were removed by decoder comprising of cascaded comb filters and baseband filter. However, in [36], $\Sigma\Delta M$ was used instead of a decoder. This $\Sigma\Delta M$ was used to remove the aliasing created by the zero-interleaving process and served to re-modulate the multi-bit output signal from the FIR filter back into the single-bit domain.
The VLSI analysis of the proposed design was carried out and authors found that single-bit design to be more efficient in silicon resources than a PCM digital filter up to 80 taps. The structure still has the complexity of a full precision filter coefficients, this can also increase the word length of the FIR filter output.

The re-modulator complexity is discussed by the same authors in [56]. Digital $\Sigma\Delta$M low pass frequency responses are typically not easy to find in the current literature. A fourth order $\Sigma\Delta$M was used for this purpose with various powers of two multiplications that created more complex SDM structure than standard one. Therefore, low pass modulator structure presented in [56] is very complex for single-bit filters.

![Block diagram of the single-bit FIR filter](image)

**Figure 2.12** Block diagram of the single-bit FIR filter
The core idea of the IIR single-bit $\Sigma\Delta M$ presented in [6, 39] was to multiply one-bit oversampled input signal with a multi-bit fixed coefficient. The resulting multi-bit output must be applied to the sigma-delta modulator to get back the single-bit output. Initially the model was tested without the feed-forward integrator which resulted in a large noise gain due to higher oversampling ratio transfer function. A modified version with an integrator inside the loop that resulted noise reduction and keeping the STF and NTF same is shown in Figure 2.13. In this model, the $\Sigma\Delta M$ is assumed to be a single delay element, hence, the system is a basic first-order recursive filter [6, 39].

The stability of the system in Figure 2.13 was assumed to be determined by a rule of thumb with an assumption that second order sigma-delta modulators will remain stable. But due to an extra integrator inside the loop the overall NTF becomes equivalent to a third order $\Sigma\Delta M$, making it more difficult to analyse the stability of the overall system [39]. Therefore, this system was not further studied by those authors.

![Block diagram of the first order single-bit IIR filter](image.png)
However, a quasi-orthonormal state space IIR architecture was shown to have good filtering abilities with good stop band attenuation by the same authors in [57]. The downside of this structure is that it requires $N \Sigma \Delta M$ blocks for an Nth-order IIR filter and the structure becomes very complex as the number of order increases. The proliferation of $\Sigma \Delta M$ blocks only adds to the quantization noise in the band of interest and makes any stability analysis very difficult [39].

Recently, new DSP design techniques called short word length (SWL) have been reported in [5, 10-11, 13]. Of these SWL techniques, the so-called single-bit ternary FIR filter was first proposed in [10]. This design is comprised of two parts: the ternary filter and the IIR remodulator as shown in Figure 2.14. A new method to generate the single-bit ternary filter was also proposed that starts with the selection of the target impulse response. This target impulse response must undergo an interpolation stage before the ternary sigma-delta modulated form of the filter can be generated. The generated ternary format of coefficients must have flat pass band frequency response in the frequency band of interest (i.e. $0 \rightarrow f_0$). The transfer function of the overall design was derived and the filter was simulated at a number of OSR values. It was found that the resulting single-bit filter produced an equivalent output to the target impulse response. Hence, it appears that single-bit ternary filters can take over the bulky multi-bit systems that include complex multiplication.
Using the same approach, a narrowband band pass $\Sigma\Delta M$ was proposed in [13] (Figure 2.15). Again it comprises two parts: the ternary filter followed by the re-modulation of the multi-bit into single-bit format. Unlike low pass single-bit filter, these authors have proposed a re-modulation by a simple band pass $\Sigma\Delta M$ that has efficient architecture and less stability sensitivity compared to the IIR re-modulator. Coefficients were encoded into ternary format by passing the band-pass target impulse response through an $8^{th}$ order $\Sigma\Delta M$ with optimum coefficients. Through MATLAB simulation it was found that the overall frequency response of the proposed method as was very similar to the original target impulse response.

Figure 2.14    General bock diagram of the single-bit ternary FIR filter

Figure 2.15    Single-bit narrowband bandpass FIR filter
The performance of the proposed method is also discussed in [58]. It was found that FFT and spline interpolation techniques offer superior stop band attenuation performance to other techniques. Following the same approach, single-bit resonators and BFSK demodulator designs have been reported in [28, 55]. However, this short word length approach was not verified through hardware synthesis nor was its area-performance-power compared with contemporary multi-bit techniques. Furthermore, that work does not extend to a rigorous stability analysis of the SWL filtering techniques.

Further to this work, a LMS-like single-bit adaptive filtering structure for noise cancelling has been presented in [5, 14, 59], in which all input, output, and filter coefficients are in single-bit format. Overall, three short-word length adaptive structures were proposed: namely, ternary, single-bit and 2-bit. The overall weight vector equation was derived by using block LMS algorithm which has advantage of accommodating more data samples and better performance than a sample-by-sample LMS algorithm. Through MATLAB simulation it was found that 2-bit single-bit adaptive filter has superior performance than others i.e., single-bit and ternary at the cost of prospect more chip area.

However, much work is still needed to explore the design using random input with higher noise environment. In addition, it is still unclear what might be the optimum coefficient update rate or range of the convergence parameter \( \mu \) or shape of the learning curves.
2.5 VLSI Analysis of ΣΔM based bit-stream circuits

Although much work has been reported on the design and analysis of single-bit systems, it appears that there has been little reported on rigorous hardware analysis of single-bit signal processing techniques using FPGAs. However, we could find very small work reported on VLSI synthesize and analysis of bit-stream arithmetic modules and its variants that are reported below. However, these arithmetic modules are building blocks of the DSP algorithms but not a signal processing application itself. Furthermore, these modules have been an inherent part of the already proposed single-bit systems in [10, 14].

In [26, 60] efficient bit-stream (i.e., single-bit) arithmetic modules are presented for mobile communication in which general purpose modules including adder, multiplier, divider and square root have been designed. A typical QPSK communication model has been demonstrated by using the proposed bit-stream arithmetic modules and a 40% reduction in logic gate count compared to conventional design has been reported.

Bit-stream arithmetic modules with bi, tri, and quad level are reported in [7, 49, 61-62]. In these cases, hardware implementation of the arithmetic modules is done in Xilinx Virtex-5 using two’s complement representation. Through synthesize results, it was found that there is significant improvement in the signal-to-noise ratio and performance with ternary format than binary at the cost of a more complex structure [7].
Bit-stream (i.e., single-bit) ternary and multi-bit approaches have been compared in FPGAs by synthesizing a Type I digital phase locked loop (DPLL) application using a direct digital synthesis approach [63]. Bit-stream ternary approach was found resources efficient than its corresponding multi-bit system [7].

In [61-62], an efficient implementation of bit-stream adders and multipliers modules is reported in FPGAs. In [61], a (4,2) adder structure (i.e., 6-input (4+2)) was exploited that better suited the Altera and Xilinx 6-input LUT architectures than a conventional (2,1) architecture. The proposed adder structure resulted in a 50% reduction in LUT count and a 20% higher clock frequency [61]. In [62], the tri level bit-stream was extended to quad level and compared to the sorter based approach [64]. The quad-level bit-stream adder and multiplier presented in [62] were encoded using 2-bit and the truncated third bit was fed back to the adder to suppress the truncation error. Through Xilinx FPGA synthesis, the proposed adder and multiplier have shown significant improvement in area-performance compared to the sorter approach [64]. This quad-level adder approach resulted in about a 76% LUT reduction and a 93% higher clock rate, while the proposed bit-stream multiplier showed a 82% LUT reduction and 122% higher clock frequency [62].
Regardless of the work reported on simple arithmetic modules, the drawback to all of these reported works is the limited range of their adder and multiplier modules (i.e., $L = 4$). Further, there has been no detailed comparison provided to its corresponding multi-bit system except for one example reported in [7]. From the general behavior of multi-bit versus single-bit systems, it can be predicted that there may a cross-over point between the two approaches, where one could be preferred over the other. This idea will be addressed later in the thesis.

Unlike [7, 61-62], in [49], an existing IIR low pass filter $\Sigma\Delta M$ is utilized to generate the input bit-stream and the design has been analysed to characterise the selection of the $\Sigma\Delta M$ design parameter (i.e., $K$, shown in Figure 2.16). The design was extended to tri and quad level and compared with the bi-level $\Sigma\Delta M$. The noise performance was simulated for all three types of multipliers and it was found that tri-level design has a performance gain of 11.2 dB over the bi-level design, while the quad-level design has about a further 8.8 dB gain over the tri-level design [49].
Hardware implementation of all three designs was performed using the Xilinx Virtex – 5 FPGA and the area-performance characteristics of the multiplier were noted. The synthesis results show a direct trade-off between all three designs and the two approaches for the IIR and FIR filter modules. These results indicate that the bi-level design is more resource efficient than either of the tri and quad level and provides higher performance at the cost of lower noise suppression and vice versa. However, this assumes that the system was stable by considering the same approach described in [39]. This rule of thumb may lead to inappropriate solution in real systems [39].

2.5.1 FIR Filter Design Techniques in FPGAs

This section describes input and coefficient encoding techniques that can be exploited to implement the fast and efficient DSP algorithms in FPGAs. The techniques can be applied in either a single-bit or multi-bit environment [10, 13].

As outlined above, it is the performance of the multiply-accumulate (MAC) stages that will have the greatest impact on the overall behaviour of digital filters, including FIR types. Thus, various filter design techniques have been proposed that specifically target the complexity of these stages. For example, distributed arithmetic is a common technique that has been used in FPGA designs for many years [65], [66] in which the multiplication stages are performed using Look-up Tables (LUTs), thereby reducing the overall size of the hardware. In [2] Systolic Distributed Arithmetic was used by to improve the area-performance-power tradeoffs of a FIR filter design implemented on a Xilinx Virtex-E device at various filter orders but with a fixed coefficient bit-width.
(i.e. L=8). It was observed that the best tradeoffs between area-performance and power can be achieved at an address length of four.

Many other techniques have been proposed: Canonical Sign Digit (CSD) [67]; the Dempster Method [68]; Mirror Symmetric Filter Pairs [4]; two-stage parallelism [3] and Redundant Binary Schemes [69] to name just a few. Methods specifically aimed at FPGA-based FIR filter implementations include the fully pipelined and full-parallel transposed form [70], Add-and-Shift method with advanced calculation [71] and hardware efficient distributed arithmetic for higher orders [66], [65]. In [3], a new design technique based on a linear phase prototype filter that exploits coefficient symmetry was shown to offer better performance at a hardware cost similar to that of linear phase filters. Further, [3] also described a transpose direct-form with CSD multipliers that offers better area-performance tradeoffs when using classical methods.

Apart from the classical multiplier complexity reduction techniques, a new approach called Slice Reduction Graphs (SRG) [70], which reduces area by minimizing the multiplier block logic depth and pipeline registers, has been shown to offer improved area-performance over the Reduced Adder Graph (RAG) and Distributed Arithmetic (DA) techniques. In [70], simulations were carried out at coefficient bit-widths in the range of 2–20 bits, while keeping the order of the filter constant (i.e., at 51). The order of the filter was then varied in the range 10–250 at fixed coefficient bit-widths. The maximum average operating frequency achieved by
the proposed technique was in the range of 175–180MHz at the lowest filter order, further reducing towards 150–160MHz as the filter order increased above 60.

The primary intent of the techniques mentioned above has been to improve the area-performance characteristics of parallel multi-bit binary filters operating at the Nyquist rate. However it is obvious that the format of the coefficients and input data is one reason for the high complexity of the MAC stages. In [45, 53, 72], the complexity of the filter coefficients has been addressed by employing a simple single-bit coefficient format. This technique can reduce the hardware complexity of multipliers to simple AND-OR logic or small look-up table (LUT) organizations.

2.6 The Role of FPGAs in Mobile Communication

Use of wireless communication has increased exponentially in the last decade and have reached nearly to 6 billion subscribers. The key challenges for wireless communication have been high data rate, low latency, high reliability, efficient hardware implementation, optimum cost-benefit tradeoffs and the development of more efficient modulation schemes [73]. These challenges have been variously addressed by 4G technologies such as Long Term Evolution (LTE), Advanced LTE and WiMAX and by employing Multiple Input Multiple Output (MIMO) antennas and efficient modulation scheme, particularly orthogonal frequency division multiplexing (OFDM) [73].
As a result, wireless communication depends greatly on the efficient hardware implementation of advanced MIMO-OFDM receiver architectures required to support 4G technologies [74-75]. For example, [73] has shown that an approach based on Field programmable gate arrays to address the architectural challenges associated with spatial multiplexing. Further, the choice of FPGA technology allows for flexible architectures supporting spatial multiplexing MIMO detector, Flex-sphere, and beam-forming within a WiMAX system. The FPGA approach is highly useful due to its inherently parallel nature, reconfigurability, shorter time-to-market, and the availability of advanced DSP IP cores for an efficient hardware implementation [73-74, 76-77].

In [74], FPGA-based communication receivers for smart antenna array embedded system have been implemented on Altera Stratix technology FPGA. This work has compared single and multi-branch FPGA-based receiver designs in terms of error rate performance and power consumption. It is concluded that the flexibility and high on-chip resources available on an FPGA make it very useful for adaptive receivers for future wireless generations.

Similarly, in [78-79] it has been shown that FPGAs are of interest in the development of software defined radios due to its reconfigurable nature and provision of advanced signal processing algorithms. In [79], a 16QAM-based software defined radio has been implemented using Xilinx FPGA. It is shown that the proposed model
achieves minimum BER while operating across a range of different standards like; GSM, OFDM, and WCDMA.

In [80], various targeted design platforms has been introduced for enabling wireless communication by FPGAs. For example – Multi-mode Radio Targeted Design Platform has been designed for high performance at low cost. The platform can be reconfigured to support any of the major commercial air interfaces, including LTE, WiMAX, W-CDMA, TD-SCDMA, CDMA2000 and MC-GSM. It has also been reported that LTE baseband targeted design platform in conjunction with the Multi-mode radio targeted design platform supports the creation of end-to-end LTE base-station design encompassing radio, baseband, media access control (MAC) and transport functions. FPGA based simplified modular platforms increases performance and reduces cost for frequency division duplex (FDD) and time division duplex (TDD) [80].

2.7 Summary

In this survey we have described previous work on the development of fast and efficient filter designs, on sigma-delta modulation, its signal and noise transfer function, single-bit schemes to design an efficient signal processing applications and finally on efficient filter input and coefficient encoding techniques.

Single-bit design techniques have been studied since the early 80s, having been first reported by [18] and further enhanced by [43, 45] and in [6, 39]. Recently, new single-
bit signal processing techniques have been introduced. Known in general as the Short Word Length (SWL) approach it is more suitable to hardware implementations, especially FPGAs.

Though significant work has been reported on single-bit design techniques, few analysis of the VLSI bit-stream circuits appear in the literature. The design, analysis and FPGA synthesis of arithmetic modules (i.e., adder, multiplier and divider) were first reported in [60] and further advanced by in [7, 49, 61-62]. By synthesizing to the Xilinx Virtex-5, significant improvement in logic reduction was found by using tri, and quad level for the arithmetic modules.

This thesis aims to explore the design and synthesis of SWL DSP algorithms in FPGA and to analyse important characteristics such as area, performance and power tradeoffs. In the following chapters we present the comparison of SWL FIR-like filter with its multi-bit counterpart. In a second stage, three encoding techniques have been analysed to determine their effect on the area and performance of SWL applications.

The necessary stability criteria for this SWL FIR-like filter have also been re-visited and an improved model proposed that offers more control over the internal loop. Finally we have designed a new mathematical model for single-bit adaptive channel equalization and simulated it in MATLAB.
Chapter – 3

Power-Area-Performance Characteristics of FPGA-based ΣΔ FIR Filters

3.1 Introduction

As described in Chapter 2, Sigma Delta Modulation (ΣΔM) are widely used in AD and DA conversion stages due to their inherent linearity and precision. However, it is less common for the entire digital processing path to operate on single bit data. The more usual approach has been to decimate the signal data stream after conversion and for the remaining processing to be performed in standard binary at the Nyquist rate and with a resolution mandated by dynamic range and noise considerations.

It is also clear that ΣΔM encoding of the FIR filter coefficients represents an efficient way to reduce the complexity of the multiplier stage and improve its area–performance tradeoffs [52]. The simple arithmetic of single-bit DSP systems can result in efficient hardware implementations that map well to FPGA resources, which comprise flip-flops plus simple logic blocks and/or look-up tables. The advantages of
single-bit systems were first identified by [72] and further developed in [45, 53] and [47]. Recently, general purpose Short Word Length (SWL) DSP applications including classical LMS algorithms have been described in [10, 14].

Although the general structure of a single-bit filter is similar to its multi-bit counterpart, it has to operate at a large Over Sampling Ratio (OSR) in order to achieve an equivalent level of performance. The order of a single-bit filter is directly related to the order of the OSR. Increasing the OSR increases the order of the filter and improves the performance at the expense of more hardware. At the same time, a high operating frequency is required to achieve a given level of performance, so its implementation becomes more challenging.

While it is true that single-bit Σ∆M DSP systems have tended to be applied to ADC and audio processing applications, recent results (e.g., [81]) have shown that they can be operated at clock speeds in excess of 400MHz and with a dynamic range beyond 70dB, making them suitable for video processing applications as well. Nevertheless, it is still not immediately clear whether the use of ΣΔ modulated coefficients on short word-length data (i.e., binary or ternary) will necessarily result in smaller or more power-efficient filter designs.

In this chapter a novel design of a single-bit ternary FIR-like filter is proposed and implemented in FPGA. Area, power and performance comparisons are also presented
for a range of single-bit and multi-bit FIR filter designs with equivalent spectral performance. Much of the material in this chapter has been published in [82-84]

### 3.2 FIR Filter Design Techniques

As outlined above, it is the performance of the multiply-accumulate (MAC) stages that will have the greatest impact on the overall behaviour of digital filters, including FIR types. Thus, various filter design techniques have been proposed that directly address the complexity of that stage, many of which have been described in Chapter 2.

A common theme amongst the techniques so far described has been the need to overcome the complexity inherent in the processing of multi-bit arithmetic. An obvious potential solution is to employ a short word length approach to eliminate the main source of this complexity i.e., the multiplication stage. Taken to its minimum extreme, a two-input, single-bit multiplier becomes a simple AND gate. A two-input, two-bit multiplier is not much more complex. However, the associated requirement to run at a significantly higher sampling rate might conceivable negate whatever advantages are gained from the reduction in bit width. Thus, it is not immediately obvious that SWL methods offer any compelling advantage over conventional techniques. We will examine this issue in this and the following chapter.
Figure 3.1  General Block Diagram of Single-bit FIR filter structure (adapted from [10]).

Figure 3.2  Block diagram of Ternary FIR filter (adapted from [10])
Of course, the issue of multiplier complexity can always be addressed by assuming constant coefficient multiplication. Whereas a full multiplier can handle any arbitrary combinations of two multiplicands, if one of the multiplicands is a constant, a far more efficient implementation will involve simple look-up tables plus adder/subtractor modules [85]. Clearly, the actual complexity of these multiplier structures will depend entirely on the value of the constant. Further, if the coefficient is zero, the multiplication step can be removed completely. Although it is difficult to generalize, in the work leading to this thesis it has been observed that in the order of 30% of coefficients, across a range of FIR filter designs, tend to be zero. Obviously, this simplification is available to single bit filters as well. In this case, multiplication by \{+1,-1\} can be replaced by a simple wiring connection to \(D_i\), while a coefficient of zero implies that the connection can be removed completely, along with any part of the “accumulate” function to which it connects.

However, this work is intended to lead towards the implementation of adaptive filter implementations in which the coefficient values change over time. In this case, as
in many similar applications, fixed coefficient optimisations of this type are not available. Thus the following analysis will assume that comparisons are being made between full implementations of the competing filter organizations.

### 3.3 Single-Bit Ternary FIR-like filter

In this section we examine the architecture of a single-bit Ternary FIR-like filter (SBTFF) designed using a direct-form structure with ternary coefficients (Figure 3.1) [10]. Here, a *Ternary FIR* filter is defined as one in which the coefficients are drawn from the set \{+1, 0, -1\}, which contrasts with the single-bit binary case where the coefficients exist in \{+1, -1\}. In return for the additional signal bit needed to describe its coefficients, the ternary filter will exhibit a higher Signal to Quantization Noise Ratio (SQNR) compared to the binary case (see Table 3.1, below).

This filter architecture comprises two parts: a ternary FIR filter stage followed by a re-modulator (i.e., IIR filter). The Ternary FIR filter (Figure 3.2) exhibits a conventional transversal structure and its output \(y(k)\) is in a multi-bit format. The IIR re-modulator filter follows the ternary FIR filter to transform its output back to single-bit format at the cost of an increase in chip area and lower performance. As will be shown below, regardless of the addition of the separate IIR re-modulator, and compared to the work reported in [2, 70], the hardware FPGA implementation of this filter at an equivalent filter order has superior performance at the cost of slightly more
hardware. Furthermore, additional coefficient quantization is unnecessary as coefficients are already in single-bit format.

### 3.3.1 Ternary FIR Filter (TFF)

Although the taps of the ternary filter are constrained to the set \(+1, 0, -1\), it can be seen that its overall architecture is identical to the direct form of its multi-bit counterpart (Figure 3.2). The ternary filter output \(y(k)\) is given by the convolution of the taps \(h_i\) and the input signal \(x(k)\) as follows:

\[
y(k) = \sum_{i=0}^{M} h_i x_{k-i}
\]  

(3.1)

where \(M\) is the order of the filter (≡ number of taps) and \(h\) represents the ternary FIR filter coefficients \(+1, 0, -1\). The ternary format of the taps can be generated using a second order sigma delta modulator (ΣΔM) as reported in [10, 69]. The essential requirements for this ΣΔM structure (Figure 3.3) are to achieve a flat pass band across the desired frequency band and for the output of the quantizer to be in a ternary format.

The z-domain transfer functions of the second order ΣΔM (Figure 3.3) is:

\[
H(z) = N(z)z^{-1} + E(z)(1 - 2z^{-1} + z^{-2})
\]  

(3.2)

where \(N(z)\) represents the target impulse response and \(E(z)\) is the quantization noise transfer function. In ΣΔM the inherent filtering term, \((1 - 2z^{-1} + z^{-2})\) is responsible for the noise shaping effect. The frequency response of this ΣΔM is given by:
\[ H_{\Sigma\Delta}(e^{j\Omega}) = N(e^{j\Omega})e^{-j\Omega} + E(e^{j\Omega})(1 - 2e^{-j\Omega} + e^{-2j\Omega}) \]  

(3.3)

where \( \Omega = 2\pi f / f_s \) is the normalized frequency (radians). In the same way, the in-band noise of a 2\textsuperscript{nd} order sigma-delta modulator can be defined as:

\[ \sigma_n^2 = \sigma_e^2 \frac{\pi^4}{5} \left( \frac{2f_B}{f_s} \right)^5 \]  

(3.4)

where \( 2f_B / f_s = 1 / \text{OSR} \), \( \sigma_e^2 = \Delta^2 / 12 \) is the mean square error, and the step size (\( \Delta \)) has its standard definition. Considering \( N \) bits ADC with \( 2^N \) as number of quantization levels then \( \Delta = (x_{\text{max}} - x_{\text{min}}) / 2^N \) [86]. The signal-to-quantization noise ratio (SQNR) of the 2\textsuperscript{nd} order sigma-delta modulator can be defined as:

\[ \text{SQNR} = 10 \log(\sigma_s^2) - 10 \log(\sigma_e^2) - 10 \log\left( \frac{\pi^4}{5} \right) + 15.05r(dB) \]  

(3.5)

where \( \sigma_s^2 \) and \( \sigma_e^2 \) are signal and quantization error power or variance and OSR is represented by \( f_s / 2f_B = 2^r \). This function illustrates the direct relationship between the SQNR and resolution of ADC. Every single-bit increase in a 2\textsuperscript{nd} order \( \Sigma\Delta M \) ADC will increase SQNR by 6-dB. Similarly, an increase of half a bit in ADC will add 3-dB of SQNR. On the other hand, every doubling of OSR will add approximately 15-dB SQNR [86].
3.3.2 Generation of Ternary FIR filter in MATLAB

The generation of a ternary FIR filter (e.g., in MATLAB) commences by selecting the Target Impulse Response (TIR). In the following sections we have used a low pass filter example with the following specifications: Sampling Frequency 8000Hz, Pass band 0-800Hz, Stop band 1200-4000Hz, Pass band Ripple ($\delta_p$) 1.5dB and Stop band Attenuation ($\delta_s$) of 90dB. The Target Impulse Response was generated using the Remez exchange algorithm. The optimum order of the filter for these specifications was found to be 63. The desired TIR with pass band and stop band attenuation values of $0.2\pi$ and $0.3\pi$ respectively and with 90-dB of stop band attenuation is shown in Figure 3.4.

To satisfy the input oversampling requirement of the sigma-delta modulator, the coefficients must be scaled before encoding into the ternary format so that its peak input operates within the maximum signal-to-quantization-noise ratio (SQNR), fully utilizing the available dynamic range. FFT is one of the efficient scaling techniques reported in [58] and has been used here. The taps are encoded into a ternary format after scaling (i.e., oversampling). It is worth noting here that using a ternary format for the coefficients results in better SQNR compared to binary [87].

The Ternary filter (i.e., with ternary coefficients) exhibits the same impulse response as the TIR (specifically, in the pass band) but with a number of taps
proportional to the OSR [81]. The ternary coefficients, \( r(k) \), represent the output of the sigma-delta modulator and were derived using:

\[
\begin{align*}
    r(k) &= \begin{cases} 
        +1 & w(k) > \frac{\beta}{4} \\
        0 & \frac{-\beta}{4} < w(k) < \frac{\beta}{4} \\
        -1 & w(k) < \frac{-\beta}{4}
    \end{cases}
\end{align*}
\]  

where \([-\beta/2, \beta/2]\) is the dynamic range of the sigma delta modulator. The ternary coefficients and the binary input stream generated at this stage according to the filter specification given above were used to simulate the FIR filter implemented in VHDL described below.

Figure 3.4 Target Impulse Response by Remez Exchange Algorithm
3.3.3 IIR Re-modulator

The output of the ternary FIR filter is in multi-bit format and includes a high frequency noise component. To overcome this an efficient re-modulator IIR filter was proposed in [10] (see Figure 3.1). The transfer function of the IIR sigma-delta re-modulator filters is:

\[ H_{IIR}(z) = H_{IRS}(z) + H_{IRN}(z) \]  \hspace{1cm} (3.7)

where S and N represents the signal and noise. \( H_{IRS} \) is given by:

\[ H_{IRS}(z) = \frac{v_z^{-1}}{1 - (1-u)z^{-1}} \]  \hspace{1cm} (3.8)

and \( H_{IRN} \) by:

\[ H_{IRN}(z) = \frac{(1 - z^{-1})^3}{1 - (1-u)z^{-1}}. \]  \hspace{1cm} (3.9)

Finally, the overall frequency response of the filter as shown in Figure 3.1 can be described by:

\[ H_{FIL}(e^{j\Omega}) = H_{\Sigma}(e^{-j\Omega}).H_{IIR}(e^{-j\Omega}) \]  \hspace{1cm} (3.10)

From (3.7) and (3.11) we obtain:

\[ H_{FIL}(e^{j\Omega}) = H_{\Sigma}(e^{-j\Omega}).(H_{IRS}(e^{-j\Omega}) + H_{IRN}(e^{-j\Omega})) \]  \hspace{1cm} (3.11)
which can be further expressed as:

\[
H_{fil}(e^{j\Omega}) = \frac{N(e^{j\Omega})(e^{-j\Omega} + e^{-2j\Omega}(1-1)}{1-(1-u)e^{-j\Omega}} \\
+ \frac{E(e^{j\Omega})}{1-(1-u)e^{-j\Omega}} \begin{bmatrix}
1 + e^{-j\Omega}(v-3) \\
+ e^{-2j\Omega}(3-2v) \\
+ e^{-3j\Omega}(v-1)
\end{bmatrix}
\] (3.12)

As is evident from the general form of their transfer function, the overall simplicity of short word length techniques can result in very simple hardware implementation, especially on fine-grained devices such as FPGAs. An implementation of this ternary filter is discussed in next section.

3.4 FIR Filter Design in VHDL

This section discusses the overall architecture of the single-bit FIR filter implemented in VHDL.

3.4.1 Single-bit Ternary FIR-like Filter Hardware Implementation

The basic structure of a SBTFF (Figure 3.5) comprises two sections: multiplication of the coefficient taps with the binary input followed by the addition of the partial products. As the \( \Sigma \Delta M \) typically operates at a high Oversampling Ratio (OSR), this may result in a large number of taps: in the range of \( 2^N \). Thus, for example, a multi-bit FIR filter with 64 taps will require 2048 ternary taps at an OSR of 32. The implementation of Figure 3.5 divides this into \( N \) coefficient multiply blocks followed
by an adder tree with $\log_2 N$ levels to perform the summation. As described earlier, many algorithms have been developed to reduce latency as well as improve the performance of multi-bit (i.e., conventional binary) FIR filters [2, 66-67]. To achieve improved performance with a smaller number of LUTs, we have focused on techniques that map efficiently onto FPGA organizations but that are also suitable for ASIC implementation.

![Block Diagram of SBTFF in Hardware](image)

Figure 3.5 Block Diagram of SBTFF in Hardware

To deal with signed-bit arithmetic in FPGAs, 2’s complement format is a reasonable choice. The coefficient symbols \{+1, 0, -1\} can be easily mapped to two-bit numbers in 2’s complement as: +1→01, 0→00, -1→11. Note that, while 2’s complement can simplify the arithmetic, any other dual-rail (2-bit) format is equally
applicable here. Using a binary tree structure to sum the partial products over \( N = 2048 \) implies eleven stages and a final multi-bit result of \( \pm N \), thus requiring a total of 13 bits to completely express the full output range of \( \pm 2048 \). As mentioned above, single-bit filters reduce complex multiplication structures such as those employed in [2, 70-71] to simple AND-OR logic functions that can typically be mapped to a single LUT.

### 3.4.2 Ternary Multiplier and Adder Modules

A small fragment of the adder tree is shown in Figure 3.6. The overall number of addition blocks will halve at each successive adder stage while their length increases by one-bit, culminating in the final multi-bit output. If we consider 2048 data/coefficient pairs, so that the adder tree comprises 11 levels, the first few adder stages will have inputs in the range of 2 to 3 bits, which can easily be mapped to a single LUT in a typical FPGA architecture while the remainder will comprise small ripple-carry blocks from four to twelve bits long. Note that it would be equally possible to use optimized IP blocks created specifically for this purpose. In this chapter, we have taken a more general approach, so that our implementation results might be considered to be worse-case.
Figure 3.6  Two Level Fragment of the Adder Tree Structure.

Figure 3.7  Frequency Response of the Target Filter at various coefficients bit-widths (=12, 16 and 18).
As highlighted above, the main advantage of the ternary design is its simple hardware implementation, especially with respect to the multiplier blocks that are typically the most complex modules in multi-bit filters. The Boolean logic of a ternary multiplier outputs \((m_1, m_0)\) using ternary format for coefficients \((c_1c_0)\) and inputs \((d_1d_0)\) is given simply as:

\[
m_i = c_0\overline{c_1}d_0 + d_0\overline{c_1}c_1; \quad m_0 = c_0d_0.
\] (3.13)

where \(c_0\) and \(c_1\) are ternary coefficients and \(d_0, d_1\) are binary data bits. This simple implementation of the single-bit multiplier and short adder modules results in a robust and efficient design that exhibits significant advantages over its complex multi-bit counterpart.

### 3.4.3 Multi-bit FIR Filter Design

As there is no essential architectural difference between single-bit and multi-bit filter organizations, (except for the additional IIR re-modulator part following the FIR filter in the single-bit case), similar design methods can be used for both. In the experiments reported here, the multi-bit filter coefficients were converted into fixed point using the fixed point toolbox available in MATLAB [88]. To maintain the fixed point format, double precision coefficients generated by MATLAB were initially converted into single-precision FP format. Coefficients were then further quantized with tight constraints into the required number of fixed point mantissa bits (i.e., 12, 16, 18 bits) [89]. As expected, some of the precision was lost after quantization so the
filter response shown in Figure 3.7 has greater ripple in the stop band compared with
the target impulse response (Figure 3.4). It can be observed that, as expected, the stop-
band ripple diminishes as number of mantissa bits increases. The filter response comes
within about 1dB of the desired shape at a mantissa bit-width of 18.

3.4.4 Spectral Performance Comparison

Table 3.1 shows a comparison between single-bit and multi-bit filters on the basis
of their theoretical spectral performance at a fixed filter order of 64 and with varying
bit-widths. The binary (B) and ternary (T) SQNR has been included in this table
simply to illustrate how it impacts upon the filter performance, using (3.5). However,
using the ternary format results significant improvements in SQNR without any impact
upon hardware area due to the 2’s complement format mapping discussed in (section
3.4). In same way, the multi-bit filter order at both theoretical (6-dB) and practical (5-
dB) SNR values are shown. Theoretical and practical values of multi-bit SNR are
presented so the ternary SQNR can be correlated with its corresponding SNR.

Table 3.1 Signal-to-Noise Ratio Comparison of Single-bit and Multi-bit FIR Filter

<table>
<thead>
<tr>
<th>N</th>
<th>Single-bit Filter</th>
<th>Multi-bit Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>34</td>
<td>43</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
<td>73</td>
</tr>
<tr>
<td>64</td>
<td>79</td>
<td>88</td>
</tr>
<tr>
<td>128</td>
<td>94</td>
<td>103</td>
</tr>
<tr>
<td>SQNR</td>
<td></td>
<td>Coefficient Bit Width</td>
</tr>
<tr>
<td>Binary</td>
<td></td>
<td>5dBpb</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
<td>48</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>16</td>
<td>80</td>
<td>96</td>
</tr>
<tr>
<td>18</td>
<td>90</td>
<td>108</td>
</tr>
</tbody>
</table>
However, it should be noted that there are differences in the spectral performances of the filters shown in Table 3.1 that make them difficult to compare directly on a one-on-one basis. These experiments attempted to match the spectral performance of the two filter types as closely as possible although it is difficult to achieve both an OSR that is an exact power of 2 and at the same time match the relative spectral performance of the two types. In setting up the corresponding cases in Table 3.1, an attempt was made to reduce the difference between the spectral performances of the two filters without concern for their absolute performance relationship. For example, at an OSR of 8, the single-bit filter exhibits an SQNR of 43dB with ternary (T) and 34dB with binary (B) coefficients. This level of SQNR improvement obtained using SDM with ternary coefficients is consistent with the average gains of 9.0 dB and 7.0 dB reported in [53, 87]. The corresponding values for the nearest multi-bit filter with an approximately equivalent SNR (i.e., CBW = 8) are 40dB (5dB/bit) and 48dB (6dB/bit). Doubling the OSR (from 8 to 16) would raise the SQNR of the single-bit filter to 58dB with ternary format, moving it too far away from the corresponding 48dB value of the multi-bit filter to be comparable.

Coefficient bit width (CBW) is an important design issue for multi-bit filters. When synthesizing the filter hardware we chose the input bit-width to be the same as the coefficient width at each stage. In this way, a multi-bit filter with N=64 requires sixty four multiply blocks and six adder stages to achieve its final multi-bit output. Note that an alternative scheme could use just one multiplier operated sequentially (or,
indeed, any number between 1 and 64) with correspondingly lower overall area and performance. In this chapter, we are comparing two equivalent architectures that offer peak performance for a given technology.

### 3.5 Simulation Results and Discussion

Both filters were coded in VHDL and compiled, simulated and synthesized in Quartus-II 9.1, on Cyclone-III EP3C120F484C7 and Stratix-III EP3SL340F151C72 devices using a vector waveform file input. The filter coefficients and input bit-stream for single-bit and multi-bit filters, previously generated using MATLAB were held in block RAM. A simulation commenced by transferring the coefficients from memory to the input registers. Following this initialization stage, the data stream was serially shifted to the data registers. On each clock cycle, data and coefficients shift one bit, triggering new multiply-accumulate operations. The final (multi-bit) output stream was stored in another local memory bank. In the case of the single-bit FIR filter, the ternary filtered multi-bit output was further passed to the IIR filter for single-bit conversion.

#### 3.5.1 Filter Area-Performance Analysis

Various area-performance tradeoffs for single-bit and multi-bit are presented for both non-pipelined (Table 3.2) and pipelined modes (Table 3.3). The appropriate number of ternary coefficients (TC) was obtained by multiplying the actual number of coefficients by the OSR. For example, at a fixed order of 64 and with an OSR of 32, the number of ternary coefficients (i.e., the order of the single-bit filter) would be
64 x 32 = 2048. On the other hand, the multi-bit simulations used an adder tree with an identical structure as the single-bit filters but using built-in multiplier macro blocks.

During the place and route steps, the maximum operating frequency ($F_{\text{MAX}}$) was constrained to a value somewhat higher than achievable for the given technology. The objective was to force the tools to generate a final routing that was comparable across devices. The approximate number of LUT elements was determined from the flow summary, while $F_{\text{MAX}}$ has its usual definition as the maximum clock rate achievable with zero slack on the worse-case critical path(s). Although the implementations are directly comparable, the results may slightly vary in real applications as no account was taken of pin capacitance or specific design optimizations such as forcing the use of I/O registers.

It can be seen from Table 3.2 and Table 3.3 that the maximum performance of the single-bit filter is consistently superior to its corresponding multi-bit filter. For example, in non-pipelined mode the single-bit filter exhibits 40-50% higher maximum clock frequency ($F_{\text{MAX}}$) over the range of filter orders explored here. Even up to medium order filters (i.e., below TC=4096), the area cost of both approaches is the same to within 3-4%. It is not until the highest order simulated here (TC ≥ 8192) that the area of the single bit filter significantly exceeds that of its multi-bit counterpart. It is also worth noting that, even the highest filter orders shown here still fit comfortably into the lowest cost FPGA device (the Cyclone-III).
Table 3.2 Area-Performance comparison of single-bit FIR vs. multi-bit filter: non-pipelined Mode.

<table>
<thead>
<tr>
<th>Device</th>
<th>Single-bit</th>
<th>Multi-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tern. Coeff</td>
<td>LUTs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclone-III</td>
<td>512</td>
<td>4089 (3%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>15603 (13%)</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>30894 (26%)</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>62747 (53%)</td>
</tr>
<tr>
<td>Stratix-III</td>
<td>512</td>
<td>3925 (1%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>14368 (5%)</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>28499 (11%)</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>55927 (21%)</td>
</tr>
</tbody>
</table>

Table 3.3 Area-Performance Comparison of Single-bit FIR vs. multi-bit Filter: pipelined Mode

<table>
<thead>
<tr>
<th>Device</th>
<th>Single-bit</th>
<th>Multi-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tern. Coeff</td>
<td>LUTs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclone-III</td>
<td>512</td>
<td>3963 (3%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>15399 (13%)</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>30607 (26%)</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>61029 (51%)</td>
</tr>
<tr>
<td>Stratix-III</td>
<td>512</td>
<td>3719 (1%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>14453 (5%)</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>28745 (11%)</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>57362 (21%)</td>
</tr>
</tbody>
</table>
To achieve a valid comparison with the area and performance simulation results given in [2] (that were carried out with fixed 8-bit coefficients), the single-bit ternary filter simulation was designed to achieve an equivalent spectral performance with 64 fixed coefficients. The equivalent area-performance simulation results of ternary filter obtained (at TC = 512, i.e. OSR = 8) has almost double the performance at comparable chip area, as reported in [2].

In pipelined mode, additional registers were placed between the adder stages, increasing the throughput of the filter at the cost of a moderate increase in the number of registers and a small increase in latency. Unlike the multi-bit filter single-bit filter greatly benefits from pipelining due to the simplicity of the multiplier (see Table 3.3). The single-bit filter organization achieved a maximum of 42% improvement in maximum operating frequency ($F_{\text{MAX}}$) over its corresponding multi-bit filter.

It can be seen in Table 3.3 that the performance of the multi-bit filter decreases linearly from 199MHz as the coefficient width increases (increasing the SNR). It declines by around 31% to 139MHz at 18-bits. In contrast, $F_{\text{MAX}}$ is almost unchanged in the single-bit case under the same conditions (Table 3.3). The maximum operating frequency of 239MHz at 2048 coefficients reduces by only about 4% as the number of ternary coefficients is successively doubled to 8192.

However, it is also clear from Table 3.2 and Table 3.3 that the difference between the two approaches diminishes at lower OSR values, particularly in pipelined mode.
Predictably, the IIR demodulator circuit forming the final stage of the ternary FIR filter impacts its overall performance and becomes the limiting factor at small OSR values. Thus, the pipelined filter performance at an OSR of 8 remains almost same as at 32 or 64. On the other hand, at an OSR of 8 the filter performance continues to improve in non-pipelined mode (Table 3.2), becoming about 27% better at OSR of 32 and 38% at OSR of 64 respectively.

As the multiplier is the primary critical path in the multi-bit FIR filter structure, it is virtually impossible to optimally balance its pipeline. This might conceivably be achieved by modifying the internal stages of the multiplier but this was not possible in our work as we were already using highly optimized IP blocks in Quartus II. A disadvantage of these macro-blocks is their inflexibility. It was not possible to add internal pipelining to optimally balance the processing stages.

### 3.5.2 Filter Power Analysis

The Power Dissipation analysis of both the filters was performed in Quartus-II 9.1 using the “Power Play” Power Analysis Tool [90] after the generation of a signal activity file (.saf). The total power of a FPGA device is made up of I/O power, core static power and core dynamic power [90]. Core static power was observed to be more or less constant across all designs so was not measured separately. The main impact on static power at the system level comes from the assignment of unused configurable logic blocks (CLBs) and routing inputs.
In general terms, dynamic power depends upon many factors including switching activity, design style, number of logic blocks and interconnects and input-output data bandwidth [2, 90]. It varies with frequency according to:

\[ P = a.F.C.V^2 \quad (3.14) \]

where \( a \) is the activity factor (broadly, the probability that a particular node will perform a transition at a given time), \( C \) is total load capacitance, \( F \) is the transition frequency (usually assumed to be equal to or directly proportional to the clock frequency) and \( V \) is supply voltage. Note that there is also a contribution from short-circuit current during switching, but it tends to be small when the input and output rise times are roughly equivalent [91] and is not reported separately in Power Play.

The area-performance results obtained in Table 3.2 and Table 3.3 identify the maximum operating frequency of the corresponding filter types achievable at specific filter orders and data lengths, using currently available FPGA technology. Equation (3.14) implies that at a given technology (i.e., fixed \( CV^2 \)), the dynamic power will depend directly on both clock and node activity (\( aF \)). Thus, clock frequency is an important parameter when comparing these filters styles and, in general terms, two choices are possible:

- to run each filter at its individual \( F_{\text{MAX}} \). The resulting spectral performance will be quite different for the filters, making direct comparison difficult;
to operate the filters at a pair of related clock frequencies that results in equivalent spectral performance. In this case, the single-bit filter operating frequency would be $OSR^*F_S$, where $F_S$ is the frequency of the corresponding multi-bit filter. This is the method used in the following analysis.

Table 3.4 Clock Frequency for Ternary and Multi-bit Filters pipelined and non-pipelined modes.

<table>
<thead>
<tr>
<th>Device</th>
<th>TClk (KHz)</th>
<th>MClk (KHz)</th>
<th>TClk (MHz)</th>
<th>MClk (MHz)</th>
<th>TClk (MHz)</th>
<th>MClk (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclone -III</td>
<td>64</td>
<td>8</td>
<td>71.4</td>
<td>46.2</td>
<td>125.5</td>
<td>94.7</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>8</td>
<td>52.6</td>
<td>35.3</td>
<td>122</td>
<td>67.1</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>8</td>
<td>45.3</td>
<td>29.1</td>
<td>120</td>
<td>53.3</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>8</td>
<td>40.3</td>
<td>26.5</td>
<td>118</td>
<td>47.4</td>
</tr>
<tr>
<td>Stratix -III</td>
<td>64</td>
<td>8</td>
<td>129.8</td>
<td>86.7</td>
<td>240</td>
<td>258.3</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>8</td>
<td>97.3</td>
<td>69.1</td>
<td>239</td>
<td>199.0</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>8</td>
<td>82.8</td>
<td>57.5</td>
<td>237</td>
<td>158.8</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>8</td>
<td>69.6</td>
<td>51.2</td>
<td>231</td>
<td>139.7</td>
</tr>
</tbody>
</table>

TClk: Ternary Clock, MClk: Multi-bit Clock

The dynamic power simulations outlined below were conducted in two stages. Firstly, both the filters were simulated at their maximum clock frequency determined by the worse case $F_{MAX}$ (from Table 3.2 and Table 3.3) for either the single-bit or the multi-bit filter, related via the performance of the filter (labelled $F_{MAX}$ in the results tables).

In a second step, the two filter types were set up to achieve the specifications outlined in section 3.3.2, (i.e., at $F_S = 8000Hz$). As identified in Table 3.1, a single-bit filter can achieve an equivalent spectral performance to the multi-bit case by
increasing its OSR, so in this case the single-bit filter clock was obtained by multiplying the OSR to the Nyquist frequency (i.e., $F_S \times OSR$). The multi-bit filter clock was kept at its Nyquist rate (8000Hz) throughout (labeled $F_{8K}$ in the results tables).

Table 3.4 summarizes the various clock frequencies used for the simulated filter implementations in Cyclone III and Stratix III devices. In the $F_{8K}$ case, both the filters clock remain the same in pipelined as well as non-pipelined modes because of clock is dependent upon $F_S$. In the $F_{MAX}$ processes, the clock frequency varies according to the values obtained for the two modes given in Table 3.2 and Table 3.3.

The simulated dynamic power results are presented in Table 3.5 and Table 3.6 (see pp: 78 and 79). As expected, the high operating frequencies of the single-bit filters results in the majority of the power dissipated arising from the operation of the registers and their associated clock tree, starting at around 50% for the low clock-rate Cyclone-based filters and rising to greater than 96% for the high performance Stratix implementations. On the other hand, multi-bit filters dissipate most power in their combinational circuits with little (<10%) resulting from the register and clock operation. In both filters, I/O power is relatively constant or grows linearly as the order of the filter increases.

It can be seen that despite their much higher clock rates, the single-bit filters typically dissipate a small fraction of the power of their corresponding multi-bit filters,
e.g. around 20% for non-pipelined mode in Table 3.5. However, in pipelined mode, the effect of the larger number of registers (plus their control blocks) means that the single-bit filter power may exceed that of the multi-bit case (by around 10 to 20%) at the maximum clock rates for these filters.

On the other hand, the low clock frequencies for the F8K process results in very small absolute power dissipation by both filters types with the I/O power dominating in all cases. Even so, the multi-bit filters can be seen (Table 3.6) to consume between 1.5 and 3 times the power of their equivalent single-bit filters. Of the range of filter configurations studied in this work, only in the case of largest filter (8192 coefficients), using the most aggressive technology (Stratix III) in fully pipelined mode (i.e., with the greatest number of registers) did the single-bit filter power exceed that of its corresponding multi-bit case—by about 30% in that case.

It is also notable that the single-bit filters are capable of a higher maximum bandwidth than their multi-bit counterparts, with correspondingly lower power dissipation. This offers an additional level of flexibility: it is possible to trade off power, area and performance over a wider range of filter spectral characteristics than is the case in multi-bit filters.
### Table 3.5 Dynamic Power Dissipation: F_{MAX} Process.

<table>
<thead>
<tr>
<th>Device</th>
<th>TC(\text{lk}) (MHz)</th>
<th>MC(\text{lk}) (MHz)</th>
<th>#TC</th>
<th>#W</th>
<th>Dynamic Power Dissipation: Non-Pipelined Mode</th>
<th>Dynamic Power Dissipation: Pipelined Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ternary (mW) Multi-bit (mW)</td>
<td>Ternary (mW) Multi-bit (mW)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CC CC CC CC CC CC CC CC CC CC CC CC CC</td>
<td>CC CC CC CC CC CC CC CC CC CC CC CC CC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reg Reg I/O Total</td>
<td>Reg Reg I/O Total</td>
</tr>
<tr>
<td>C-III</td>
<td>71.4</td>
<td>46.2</td>
<td>2(\text{th})</td>
<td>8</td>
<td>8 21 17.3 15 61 292 9 12 21 335</td>
<td>125.5 95 2(\text{th}) 8 5 31 43 22 101 172 16 68 38 294</td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>35.3</td>
<td>2(\text{th})</td>
<td>12</td>
<td>7 29 45 13 94 366 10 13 24 414</td>
<td>122 67 2(\text{th}) 12 6 51 151 22 229 343 56 80 41 519</td>
</tr>
<tr>
<td></td>
<td>45.3</td>
<td>29.1</td>
<td>2(\text{th})</td>
<td>16</td>
<td>7 39 80 12 138 603 12 16 27 658</td>
<td>120 53 2(\text{th}) 16 6 85 297 22 411 374 25 85 40 522</td>
</tr>
<tr>
<td></td>
<td>40.3</td>
<td>26.5</td>
<td>2(\text{th})</td>
<td>18</td>
<td>6 47 140 12 206 772 12 18 29 831</td>
<td>118 47 2(\text{th}) 18 6 124 592 23 745 519 25 92 42 677</td>
</tr>
<tr>
<td>S-III</td>
<td>129.8</td>
<td>86.7</td>
<td>2(\text{th})</td>
<td>8</td>
<td>56 46 29 26 156 629 26 37 63 757</td>
<td>240 258 2(\text{th}) 8 28 76 113 47 264 284 46 187 103 610</td>
</tr>
<tr>
<td></td>
<td>97.3</td>
<td>69.1</td>
<td>2(\text{th})</td>
<td>12</td>
<td>44 65 72 22 203 831 28 36 53 947</td>
<td>239 199 2(\text{th}) 12 29 157 374 46 606 478 70 249 121 919</td>
</tr>
<tr>
<td></td>
<td>82.8</td>
<td>57.5</td>
<td>2(\text{th})</td>
<td>16</td>
<td>34 81 115 19 248 1704 38 58 66 1865</td>
<td>237 159 2(\text{th}) 16 30 235 721 47 1033 907 69 297 124 1397</td>
</tr>
<tr>
<td></td>
<td>69.6</td>
<td>51.2</td>
<td>2(\text{th})</td>
<td>18</td>
<td>27 114 189 17 347 1755 34 58 60 1907</td>
<td>231 140 2(\text{th}) 18 30 430 1409 48 1917 1076 68 308 123 1575</td>
</tr>
</tbody>
</table>

#TC: Number of Ternary Coefficients, #W: Multi-bit filter bit width, CC: Combinational Circuits, CCB: Clock Control Block, Reg: Registers, Total: Sum of dynamic power dissipation of CC, CCB, Reg and I/O
### Table 3.6 Dynamic Power Dissipation: F\textsubscript{8K} Process

<table>
<thead>
<tr>
<th>Device</th>
<th>TC\textsubscript{Clk} (KHz)</th>
<th>MC\textsubscript{Clk} (KHz)</th>
<th>#TC</th>
<th>#W</th>
<th>Dynamic Power Dissipation: Non-Pipelined Mode</th>
<th>Dynamic Power Dissipation: Pipelined Mode</th>
</tr>
</thead>
</table>
|        |                  |                  |     |    | Ternary (mW)
|        |                  |                  |     |    | CC | CCB | Reg | I/O | Total | CC | CCB | Reg | I/O | Total |
| C-III  | 64               | 8                | 512 | 8  | 0  | 0  | 0  | 3.0 | 3.0 | 0.05 | 0  | 0  | 5.91 | 6.0 |
|        | 256              | 8                | 2048 | 12 | 0  | 0  | 0  | 3.4 | 3.4 | 0.09 | 0  | 0  | 7.41 | 7.5 |
|        | 512              | 8                | 4096 | 16 | 0  | 0  | 0  | 3.6 | 3.6 | 0.17 | 0  | 0  | 8.91 | 9.1 |
|        | 1024             | 8                | 8192 | 18 | 0  | 0  | 0  | 0.6 | 0.6 | 0.92 | 3.7 | 0.24 | 9.66 | 9.9 |
| S-III  | 64               | 8                | 512 | 8  | 0  | 0  | 0  | 0.8 | 0.8 | 0.04 | 0  | 0  | 1.77 | 1.8 |
|        | 256              | 8                | 2048 | 12 | 0  | 0  | 0  | 1.0 | 1.0 | 0.08 | 0  | 0  | 2.26 | 2.3 |
|        | 512              | 8                | 4096 | 16 | 0  | 0  | 0  | 1.0 | 1.0 | 0.16 | 0  | 0.01 | 2.73 | 2.9 |
|        | 1024             | 8                | 8192 | 18 | 0  | 0  | 1  | 0.94| 1.0 | 0.21 | 0  | 0.01 | 2.97 | 3.2 |

#TC: Number of Ternary Coefficients, #W: Multi-bit filter bit width, CC: Combinational Circuits, CCB: Clock Control Block, Reg: Registers. Total: Sum of dynamic power dissipation of CC, CCB, Reg and I/O. \(^1\) the low (8K) clock rate in this case results in power dissipation levels in the nW range, recorded above as zero. The power components might not exactly sum to the total power due to rounding.

#### 3.6 Stability Analysis of Σ∆M Based Single-bit IIR Filter

The work presented earlier in this chapter, we have shown that Short Word Length (often called single-bit) or ternary) DSP systems offer better area-performance-power tradeoffs compared to their multi-bit counterparts. This performance can further be improved at equivalent level by increasing the order of the sigma-delta modulators or increasing the oversampling ratio (OSR). Increasing the order of the SDM increases the signal-to-noise ratio at lower OSRs, potentially reducing the system complexity at
the cost of a higher probability of instability [33]. The major cause of instable nature of SDM is due to its non-linear behaviour. The main sources of nonlinearity in sigma-delta modulators are the 1-bit quantizer, operational amplifier slew rate and nonlinear DC gain, and nonlinear switching response [92]. The stability of a SDM can be assured with proper statistical characteristics of its input, the quantizer gain, and its order.

Various approaches have been taken to model the quantizer stage in order to determine the theoretical stability of the SDM, especially at higher orders. Linearizing the system by replacing the quantizer with a variable gain [34] does allow arbitrary inputs and initial conditions to be applied and provides insight into its stability but does not result in an accurate solution. An alternative approach that models the nonlinear behaviour of quantizer by setting two different gain parameters one for signal and another for noise was proposed by Ardalan and Palous [35], and further studied by Lota and Al-Janabi [92]. In all these techniques, a major parameter that assures the stability of sigma delta modulator is the quantizer input, which ultimately depends upon the sigma delta modulator input. If the input to the quantizer remains within defined limits then stability can be assured [31].

In this connection, we consider the nonlinear behaviour of the 2\textsuperscript{nd} order sigma delta modulator that forms part of a single-bit ternary FIR-like filter (Figure 3.1). In general, second order sigma delta modulators are likely to be stable and are less prone to the limit cycle, chaos and idle tone if the input and quantizer gain bounds are within
certain limits. It was shown in [54] that the system will remain stable if the feedback loop parameter and quantizer gain remain below 1.3. However, this claim is not general and will depend on the topology, input type and other factors.

![Proposed single-bit ternary filter with a gain factor inside the loop](image)

Figure 3.8 Proposed single-bit ternary filter with a gain factor inside the loop

We analyse the stability of the ΣΔM component using a linearized method combined with a root locus approach. Thus, the more rigorous description function approach of [35] is not warranted in this case and the linear method gives sufficient insight into the stability of the system and supports an adequate analysis of its performance [31]. Unlike previous work, here the second order ΣΔM stability bounds that are widely accepted and reported in the literature [93] are included. By taking these bounds into account, we propose a new design that ensures the stability of the single-bit ternary FIR filter by allowing greater control over both the input to the ΣΔM and the quantizer gain. The overall transfer function of an example single-bit ternary
FIR filter has been derived and based on a linear analysis of the system in MATLAB; we present new bounds for the IIR loop parameters that ensure the stability of the filter.

### 3.7 Stability of Single-bit Ternary FIR-like filter

As FIR filters are inherently non-recursive and stable, the overall stability of the filter in (Figure 3.1) depends only on the IIR re-modulator stage. In general terms, it is relatively easy to achieve stable operation in 2nd order ΣΔM blocks (Figure 3.3), by maintaining tight limits on their input, state parameters and quantizer gain [33, 93]. In [93], second order modulators (Figure 3.3) stability bounds are reported with DC inputs if all the input samples remain in the range \( s_2(k) < 1 \). Difference equations for the second order ΣΔM shown in Figure 3.3 are given below:

\[
\begin{align*}
    r(k) &= \text{sgn}[g_2(k)] \\
    \begin{bmatrix}
        g_1(k+1) \\
        g_2(k+1)
    \end{bmatrix}
    &=
    \begin{bmatrix}
        1 & 0 \\
        1 & 1
    \end{bmatrix}
    \begin{bmatrix}
        g_1(k) \\
        g_2(k)
    \end{bmatrix}
    +
    \begin{bmatrix}
        -1 \\
        -2
    \end{bmatrix}
    r(k)
    +
    \begin{bmatrix}
        1 \\
        1
    \end{bmatrix}
    s_2 \\
\end{align*}
\]

The following upper bounds are reported in [93] for internal state variables:

\[
|g_1| \leq |s_2| + 2 \text{ and } |g_2| \leq \frac{(5 - |s_2|)^2}{8(1 - |s_2|)}
\]
where \( g_1 \) and \( g_2 \) are the loop filter outputs (see Figure 3.3) and \( s_2 \) is the input to the sigma-delta modulator. In [93] these bounds are reported for a DC input but may become tighter for any other input type: sinusoidal for example.

In [31], it is shown that even \(|s_2(k)| < 0.3\) can require large internal state variables. Therefore it is wise to apply the limit \(|s_2(k)| < 1\) in order to avoid large states at the second integrator [31]. Using a more robust non-linear approach, similar simulation based bounds are reported in [92] for a second order modulator with DC and sinusoidal inputs. However, the presence of the \( \Sigma\Delta M \) inside the IIR loop in Figure 3.8 greatly complicates the analysis of its overall stability and makes predicting SNR more difficult [39, 54]. The main advantage of employing higher order \( \Sigma\Delta M \) blocks will be better SNR and reduced the chip area, which needs to be weighed against the impact of greatly increased complexity.

### 3.8 Proposed Design of SBTFF

In the original filter topology (Figure 3.1), two gain parameters \( u \) and \( v \) were used to control its overall stability [54]. The IIR filter was first simulated in MATLAB assuming a sinusoidal input with \( f_o = 2000\) Hz, OSR=128, amplitude i.e., \( A = 0.5 \) and that the 2nd order \( \Sigma\Delta M \) was unconditionally stable. Simulation of the IIR filter with \( u = 0.1 \) and \( v = 0.001 \) produces a linearly increasing input to the \( \Sigma\Delta M \) that leads to the quantizer input (i.e., \(|g_2(k)|\)) increasing in an unbounded manner according to the state-space model upper bounds given by (2) as shown in Figure 3.9.
In the examples that follow below, the FIR filter convolution output is in the range of ±1024, which a value of $v = 0.001$ will scale to ±1 at the input of the IIR filter. Larger values of $v$ will increase the overall filter gain, but will result in larger peak values at the IIR input, which will ultimately cause the $\Sigma\Delta$M stage to become unstable, particularly under low frequency and DC signal conditions.

To improve the control of the IIR loop we have introduced a new gain ($\phi$) parameter inside the loop as shown in Figure 3.8. Its major advantage is that input to the sigma delta modulator can be easily controlled based on its dynamic range. The original filter gain ($v \leq 1$) reduces the input range and therefore its bit-width. In this paper, we have set $v = 1$. The adjustment of $\phi$ depends upon the maximum convolution output from the ternary FIR filter. With a typical speech filter simulated in MATLAB[82], the optimum $\phi$ that resulted in the input to the sigma delta modulator
constrained to the range of $\pm 0.5$ was found to equivalent to $OSR \times 8$. These simulations were run $10^5$ times to ensure the stability of the system and found the quantizer input that fluctuates in the range $|g_z(k)| \leq 2.75$ that follows the bounds as given in (3.15) and (3.16). Hence, we can consider that the overall system remains within its stable region.

The overall transfer function of the single-bit ternary FIR filter together with the proposed IIR re-modulator will remain same as given in [10] i.e.:

$$H(z) = N(z)z^{-1} + E(z)(1-2z^{-1} + z^{-2})$$  \hspace{1cm} (3.18)

where $N(z)$ represents the target impulse response and $E(z)$ is the quantization noise transfer function. With the new parameter $\phi$ inside the IIR loop, the signal transfer function and noise transfer functions of the IIR filter become:

$$H_{IIR}(z) = H_{IRS}(z) + H_{IRN}(z)$$  \hspace{1cm} (3.19)

$$H_{IRS}(z) = \frac{vz^{-1}}{1 - (1-u\phi)z^{-1}}$$  \hspace{1cm} (3.20)

$$H_{IRN}(z) = \frac{(1-z^{-1})^3}{1 - (1-u\phi)z^{-1}}$$  \hspace{1cm} (3.21)

Finally, the overall frequency response of the filter as shown in Figure 3.8 can be described as:
From (3.18) and (3.19) we obtain:

\[ H_{FIL}(e^{j\Omega}) = H_{\Sigma\Delta}(e^{-j\Omega}).H_{\text{IIR}}(e^{-j\Omega}) \] (3.22)

that can be further expressed as:

\[ H_{\text{IIR}}(e^{j\Omega}) = H_{\Sigma\Delta}(e^{-j\Omega}).(H_{\text{IIRS}}(e^{-j\Omega}) + H_{\text{IIRN}}(e^{-j\Omega})) \] (3.23)

\[ H_{ov}(e^{j\Omega}) = \frac{N(e^{j\Omega})[e^{-j\Omega} + e^{-2j\Omega}(v-1)]}{1 - (1-u\phi)e^{-j\Omega}} + \]

\[ \frac{E(e^{j\Omega})}{1 - (1-u\phi)e^{-j\Omega}} \begin{bmatrix} 1 + e^{-j\Omega}(v-3) \\ + e^{-2j\Omega}(3-2v) \\ + e^{-3j\Omega}(v-1) \end{bmatrix} \] (3.24)

3.9 Stability Analysis by Root Locus Technique

Due to non-linear behaviour of sigma delta modulators, its stability analysis is difficult and even a complex mathematical approach may have minimal success [33]. However, a linearized model combined with a root locus approach offers a way to attain insight into the stability of the system with reasonable accuracy. Using this approach, the nonlinear quantizer component is replaced by a linear model called quantizer “gain” i.e., \( \gamma \), that can be varied to change the closed loop poles of the system so that the stability can be analysed. The quantizer gain is defined as the amplitude (voltage) ratio of quantizer output to its input. With a linear quantizer model, the second order \( \chi \) is redrawn as shown in Figure 3.10. Using this linear model of the
$\Sigma \Delta M$ within the IIR re-modulator filter, the signal and noise transfer functions become:

$$H_{IRS} = \frac{\gamma z^{-1}}{1 + (2\gamma - 3 + u \phi \gamma)z^{-1} + (3 - 3\gamma)z^{-2} + (\gamma - 1)z^{-3}} \quad (3.25)$$

$$H_{IRN} = \frac{(1 - z^{-1})^3}{1 + (2\gamma - 3 + u \phi \gamma)z^{-1} + (3 - 3\gamma)z^{-2} + (\gamma - 1)z^{-3}} \quad (3.26)$$

The stability of the system is dependent upon the poles of the closed loop transfer function that can be positioned by varying the quantizer gain parameter ($\gamma$) and the feedback loop gain parameter, $u$ and $\phi$. The system will be stable if all of the poles remain inside the unit circle.

### 3.10 Simulation Results and Discussion

The single-bit IIR filter with a linearized model of the quantizer was simulated in MATLAB using the SBTFF model proposed in [10]. Simulations were carried out by varying the quantizer gain ($\gamma$) and the feedback loop gain ($u$). The intention was to determine the maximum range over which the system remained stable. The simulated results with varying parameters are given in Table I with and without $\phi$. It can be seen that IIR filter is stable for $\gamma \leq 1.32$.

Further investigation shows that in the case where the quantizer gain increases beyond 1.3, the stability of the system sets a maximum limit of the feedback parameter
\( u \) at 0.16. Hence, there is a direct tradeoff between these two gain parameters. This limit is of great interest because it is very difficult to control the quantizer gain (especially at higher filter orders), due to its non-linear characteristics.

![Figure 3.10](image)

**Figure 3.10** Linear Model of the 2\(^{nd}\) order \( \Sigma\Delta M \).

The simulations were undertaken with a fixed value of \( \phi = 0.1 \) and different combinations of quantizer and feedback gain. The simulation results show that the upper bound of the feedback loop parameters has increased to 1.5, while the quantizer gain limit still remains at 1.3. Moreover, adding a new parameter inside the loop restricts the IIR loop gain, and hence it can be utilized to control the system stability and the quantizer input gain. Additionally, fewer data bits may be required to achieve an equivalent SNR, reducing hardware costs and improving the performance of the system especially when mapping the hardware to a Field Programmable Gate Array (FPGA). This approach may result new area-performance tradeoffs between single-bit systems and multi-bit systems in hardware.
Table 3.7: IIR loop stability analysis using root locus with varying quantizer gain ($\gamma$) and feedback loop gain ($\alpha$) parameters with and without proposed design

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Closed loop poles</th>
<th>\hspace{2cm}</th>
<th>\hspace{2cm}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Real part (no $\phi$)</td>
<td>Real Part (with $\phi$)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td>0.94080675865268</td>
<td>0.99000915736323</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.94080675865268</td>
<td>0.90449542131838</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.90838648269463</td>
<td>0.90449542131838</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.3</td>
<td></td>
<td>-1.86043316132296</td>
<td>-0.9877103273592</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.28521658066148</td>
<td>0.86931850553941</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.28521658066148</td>
<td>0.34939182181984</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>1.3</td>
<td>0.1</td>
<td>1.01155389323414</td>
<td>0.95016736756146</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.01155389323414</td>
<td>0.95016736756146</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.64689221353171</td>
<td>0.88666526487706</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0.1</td>
<td></td>
<td>-0.97256004173084</td>
<td>-0.9291403479063</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.89971245124613</td>
<td>0.9899976452847</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.34284759048471</td>
<td>0.32614058337786</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.5</td>
<td></td>
<td>-2.058117027368017</td>
<td>-0.9980028784224</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.254058513684008</td>
<td>0.84889514559254</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.254058513684008</td>
<td>0.35410773282989</td>
<td></td>
</tr>
</tbody>
</table>

(a) $\phi = 1; \gamma = 1.3; 0.1 \leq \alpha \leq 1.3$
Figure 3.11 Root Locus Plots with and without gain factor ($\phi$)

The root locus plots (Figure 3.11) were generated in MATLAB with and without $\phi$ (i.e., with $\phi$ set to 1.0) at the fixed upper bound of $\gamma = 1.3$ and with the loop gain parameter $\alpha$ varied over the range 0.1 to 1.5. Figure 3.11 (a), for which $\phi=1$, shows that the original system becomes unstable for any value of $\alpha \geq 0.16$ when the quantizer gain is at its maximum value. By contrast, Figure 3.11(b) shows that reducing the value of $\phi$ (to 0.1 in this example) ensures that the system remains stable for all $\alpha$ up to 1.5.

### 3.11 Summary

In this chapter, single-bit FIR-like filter is investigated for area-performance-power tradeoffs implicit in VHDL implementations of single-bit and multi-bit FIR filters. In
general terms, it was found that using single-bit techniques in a FPGA environment results in superior performance at a cost of slightly more area at higher filter orders. This is largely due to a characteristic of typical FPGA architectures. As the primary building block (“logic element”) in these devices comprises a small partitioned LUT plus one or more flip-flops (FFs), where one part of the logic element is used, the other is still available to be used in another part of the circuit. The overall area metric is therefore determined by the greater of the LUT and FF counts. It was found that a clock frequency of 250MHz is easily achievable in a high performance FPGA device. This would, for example, readily handle a 4MHz video stream at OSR of 64 in pipelined mode using about 5% of the available area of a mid-range commercial FPGA device.

The dynamic power dissipation figures of both the filter types were compared with equal clock rates as well as at the highest clock rates for which equivalent performance could be established. In all cases, the maximum performance of the multi-bit filters was the limiting constraint. It was found that at almost all clock rates, single-bit filters dissipate significantly less power than their equivalent multi-bit filters. The largest filter studied in this work represents the only case where the single-bit filter power exceeds that of its corresponding multi-bit case, and then only using the highest performance technology in fully pipelined mode.

In the continuation of single-bit FIR-like FPGA analysis, we have investigated the stability of the single-bit IIR filter by using a linearized model and a root locus
approach. In this approach, the ΣΔM quantizer is replaced by a linear quantizer gain. Previous simulations found that the system remains stable only if the quantizer gain remains less than 1.3 and the feedback parameter is kept within a lower bound of 0.16. Otherwise, the system becomes unstable immediately because of the positive feedback in the IIR loop.

To overcome this issue, a new design is proposed that regulates the input to the ΣΔM and ensures the stability of the overall system. With this new design, the IIR loop feedback parameter has been relaxed and can increase to 1.5 without compromising the stability of the system. The gain function adds little to the complexity of the filter, ensuring it can be efficiently mapped to hardware with fewer data bits, saving chip area and improving the system performance.

In the next chapter we will investigate the effects that different encoding techniques have on the Ternary FIR Filter in hardware implementation and on overall Single-bit FIR-like filter as well.
Chapter – 4

FPGA Analysis of Sigma-Delta Modulated Ternary FIR Filter with Alternative Encoding Techniques

4.1 Introduction

In chapter 3, FPGA design and analysis of SBTFF was presented in comparison to its counterpart multi-bit system. It is shown that SBTFF filter offers better area-performance-power tradeoffs compared to its counterpart multi-bit filter. The two filters were designed using simplest 2’s complement encoding technique. However, there are number of encoding techniques that are frequently used in multi-bit system to minimize multiplier complexity and improve the area-performance tradeoffs [94].

In this chapter, we have chosen three classic encoding techniques i.e., 2’s complement, redundant binary signed digit (RBSD) and canonical signed digit (CSD) to investigate the effect of the symbol encoding on the area and performance of short word length FIR filters. Through simulation, the area and performance of an example
filter are analysed in both fully pipelined and non-pipelined modes for all three techniques. It will be shown that, in contrast to their multi-bit counterparts, in the case of these short word-length filters the simplest encoding offers the best performance and area characteristics. This investigation is based on my published work [52, 69, 81, 83].

4.2 The Ternary FIR Filter (TFF)

As already discussed in chapter 3 the TFF (see Figure 4.1) output \( y(k) \) is given by the convolution of the ternary taps \( h_i \) and the input signal \( x(k) \) as follows:

\[
y(k) = \sum_{i=0}^{M} h_i x_{k-i}
\]  

(4.1)

where \( M \) is the order of the filter (\( \equiv \) number of taps). The taps are generated by using the \( \Sigma \Delta M \) of the target impulse response. As the frequency response of the filter is directly related to the over-sampling ratio (OSR) and the number of taps, these filters typically require a very large number of coefficient taps \( (M) \). Thus, it is the parallel addition of the partial products that forms the processing “bottleneck” in this architecture. This issue will be addressed in the following section.
4.3 Noise Shaping in Sigma-Delta Modulators

Quantization error is evident in any kind of ADC circuit and is produced by nonlinear behaviour of the quantization stage. This is also evident in sigma delta modulators. The quantization error can be treated as white noise so is also called quantization noise if it is uniformly distributed in the region \([+\Delta/2, -\Delta/2]\), where \(\Delta\) is the quantization step size, and the input full-scale range is \([-X_{FS}/2, X_{FS}/2]\) [95]. Thus quantization error can be modelled as a white noise source, \(e\), as shown in Figure 4.2. Considering an \(N\) bit \(\Sigma\Delta\)M with the number of quantization levels \(Q = 2^N\) and \(\Delta = X_{FS}/Q - 1 = 2V/Q - 1\), the quantization noise can be defined as [86]:

\[
\sigma^2(e) = \frac{\Delta^2}{12} = \left(\frac{2V}{2^N - 1}\right)^2 / 12 = \left(\frac{2V}{2^N}\right)^2 / 12 \quad (4.2)
\]

As quantization noise power, \(\sigma^2(e)\) is uniformly distributed across the frequency range then its power spectral density (PSD) can be defined as [95]:
and the in-band noise power, calculated for low pass sigma-delta signals is given below:

\[ P_E = \int_{-B_d}^{B_d} Q_E(f) df = \frac{\Delta^2}{12 \text{OSR}} \]  

(4.4)

where \( B_d \) is band of interest. It is evident from (4.4) that a higher oversampling ratio (OSR) can be chosen to overcome the quantization noise power at the cost of increased hardware [58] known as noise-shaping property of sigma-delta modulators. Whereas OSR is defined as the ratio of sampling frequency to the Nyquist frequency (i.e. \( \text{OSR} = \frac{f_s}{f_N} \)) and is generally chosen to be in the range of 8 to 256. Alternatively, a higher order \( \Sigma \Delta M \) may be used (i.e., a higher noise transfer function) at the cost of increased instability issues [96]. The in-band noise power for \( M^{th} \) \( \Sigma \Delta M \) is represented by the following relationship:

\[ P_Q = \int_{-B_d}^{B_d} Q_E |NTF(f)|^2 df \approx \frac{\Delta^2}{12} \frac{\pi^{2M}}{(2M+1)\text{OSR}^{2M+1}} \]  

(4.5)

where \( |NTF(f)|^2 \) is the squared magnitude of the noise transfer function that is exploited to push the quantization noise outside the band of interest (i.e., \( B_d \)) and \( M \) is the order of sigma-delta modulator.
Similarly, if the signal is treated as a zero-mean random process and it is sinusoidal in nature with power $\sigma_s^2$, the Signal-to-Quantization Noise Ratio (SQNR) of the sigma-delta modulator can be defined as:

$$SQNR = 10\log\left(\frac{\sigma_s^2}{\sigma_q^2}\right) = 10\log\left(\frac{\sigma_s^2}{V^2}\right) + 4.77 + 6.02\,dB$$

(4.6)

The direct relationship between SQNR of an ADC and its resolution is clear from(4.6). Thus, each single-bit increase in the SDM quantization will add 6-dB in SQNR [86].

To be useful in generating the ternary taps, the $\Sigma\Delta M$ must use a ternary quantizer and must possess a flat frequency response over the bandwidth of interest. In this design example we have used a second order sigma delta modulator for the generation of ternary coefficients that is presumed stable in nature than higher order sigma-delta modulators (i.e., $\geq 3$) and has better SQNR than a first order modulator. A typical structure of a second order $\Sigma\Delta M$ was used to generate the ternary coefficients as shown in Figure 3.3.
4.3.1 Ternary Filter Design in MATLAB

The design of a Ternary FIR filter in MATLAB is performed by the same way as was discussed in section 3.3.2. As a demonstration of the technique, the interpolated target impulse response of Figure 4.3 was derived for a filter with a roll-off between 800 and 1000Hz at an OSR of 32 and the ternary filter simulated at varying OSRs. It can be seen from Figure 4.4 that the corresponding impulse response closely matches the target impulse response of the ternary filter for each OSR. Also from Figure 4.4, it can be seen that each doubling of the OSR results in an increase of about 10-dB in the stop-band attenuation, starting with 20dB at 32 OSR and reaching about 50-dB at an OSR of 256. Note that the frequency axis in Figure 4.4 has been normalized to make the comparison clearer. Varying the OSR implies a different absolute sampling rate for each (e.g., Nyquist rate × OSR) thus, although the relative characteristics of the filter will not change, the actual edge frequencies will be correspondingly different. A down sampling filter is used at the very end of the process to readjust the overall filter frequency responses to its original (Nyquist) rate [83].
Figure 4.3  Target Impulse Response of FIR filter

Figure 4.4  Ternary Filter Impulse Response at OSR = 32, 64, 128 and 256
It can be seen that the resulting frequency response (Figure 4.5) closely matches the form of the target impulse response in Figure 4.3. This ternary filter frequency response was obtained by generating White Gaussian Noise as input to the ternary filter and computed the average 8192-points FFT over 1000 realizations with a Hanning window.

![Frequency Response of a Ternary FIR Filter](image)

**Figure 4.5** Frequency Response of a Ternary FIR Filter

### 4.4 Ternary FIR Filter Design in FPGA

As discussed above, the structure of a ternary FIR Filter (see Figure 4.1) comprises two main stages: the multiplication of input data by the coefficients followed by the addition of the partial products. In the speech filter of [10], the number of taps (M) could be large: 1024 for an over-sampling rate (OSR) of 32, or 2048 for an OSR of 64. Thus, in the following simulations we have chosen OSR in the range of 8 – 64 as the
ternary taps can be accommodated in the smallest available FPGA devices, for example – the Altera Cyclone-II. Hence, the number of ternary coefficients will be given by $OSR \times NR$. As the order of the Nyquist rate (NR) coefficients here is 32, the $OSR$ range defined above may lead to a coefficient order in the range $2^8 \rightarrow 2^{11}$. The implementation explored in this work divides this up into $N$ coefficient multiply blocks (i.e., by $\pm 1$, 0) followed by an adder tree with $\log_2 N$ levels to perform the summation. In a binary implementation therefore, the addition would require 10 or 11 stages (e.g., $N=1024$). As the performance of the adder tree is critical to the filter, we have experimented with three alternative implementations—in 2’s complement binary, redundant binary sign-digit representation (RBSD) of the type described in [97] and canonical signed digit (CSD) [98]. These will be described in the next section.

![Figure 4.6 TFF hardware architecture](image-url)
The general block diagram of the adder is shown in Figure 4.6. The adder tree as shown comprises ten levels (i.e., ternary taps ±1024). At each stage of the tree, the number of addition blocks halves while their length increases by one bit, culminating in the final 12-bit output. As a typical FPGA LUT structure takes a small number of inputs (in the range of 6 to 8), the first two adder levels will be mapped to individual LUT blocks in the FPGA architecture that will operate in parallel. The remainder will comprise small ripple-carry blocks up to twelve bits long. Note that it would be equally possible to use optimised IP blocks created specifically for this purpose. Throughout this thesis, a more general approach has been taken, so that the results can be considered to be worse-case.

As a result, the overall performance of the filter will be determined primarily by the adder blocks. The following sections examine the effect of three alternative implementation strategies on the area and performance of the adder stages: 2’s complement, redundant binary signed digit (RBSD) and canonical signed digit (CSD) encoding techniques. The area and performance of an example filter has been simulated in pipelined and non-pipelined modes for all three techniques.

4.4.1 Two’s-complement

Ternary data and coefficients may be represented most simply as two-bit, two’s-complement numbers. This has the advantage of simplifying the arithmetic as addition by either +1 or -1 becomes the same operation. Summing over N=1024 implies ten levels and a final multi-bit result of ±N. However, because the two’s-complement
representation is offset around zero, 12 bits are required to completely express the full output range of ±1024. As mentioned above, a key advantage of SWL systems is that the multiplication process becomes trivial—it can be performed using a small AND-OR logic equation instead of the complex multiplication of standard multi-bit organizations. In the FPGA context, the multiplication of two 2-bit numbers will map to a small LUT, thereby saving significant area and power. A traditional Wallace adder tree structure has been used in [99], for the implementation of efficient adder and the VHDL code is generated by MATLAB. This thesis focuses on techniques that map efficiently onto FPGA structures.

4.4.2 Redundant Binary Signed Digit (RBSD) Representation

Various forms of redundant binary representations have been used for many years to achieve restricted carry or carry-free operation in adder circuits [97, 100]. Here, the Redundant Binary Signed Digit (RBSD) method of [97] has been adapted as an alternative to the 2’s complement binary method described in the previous section. These methods typically exchange a fixed critical path delay for control over the propagation of the carry (the same objective as carry-lookahead, for example). The intention has been to examine how this technique might be used to balance the pipeline stages in an FPGA implementation. From even a cursory examination of the overall filter structure, it is likely that the earlier stages, with small bit lengths (e.g., in the range 3—5 bits), will exhibit longer critical path delays than their corresponding
binary circuits while the latter stages might be shorter. More importantly, carry-free operation implies that each stage should exhibit a similar propagation delay, rebalancing the pipeline and resulting in improved overall performance. However, this has proved to be true only for the smallest device examined in this study as will be identified in the following section.

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>W0</th>
<th>T0</th>
<th>W1</th>
<th>T1</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) Addition logic table

<table>
<thead>
<tr>
<th>X0</th>
<th>X1</th>
<th>X2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>T0</td>
<td>T0</td>
</tr>
<tr>
<td>0</td>
<td>W0</td>
<td>W0</td>
</tr>
<tr>
<td>0</td>
<td>T0</td>
<td>T0</td>
</tr>
<tr>
<td>W0</td>
<td>W0</td>
<td>W0</td>
</tr>
<tr>
<td>W1</td>
<td>W1</td>
<td>W1</td>
</tr>
<tr>
<td>T1</td>
<td>T1</td>
<td>T1</td>
</tr>
<tr>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>

(b) Addition Mechanism

From Figure 4.7 it can be seen that the input operands decode to two intermediate pairs of terms \((W0 and T0)\) that then translate to \(W1\) and \(T1\) such that these two cannot simultaneously be equal (i.e., both -1 or +1). The carry-free addition is completed by
simply adding $W_1$ and $T_1$ at each bit position. Addition therefore requires three stages: two intermediate translations and a final add logic stage (i.e., XOR). As a result, there is a performance tradeoff between the delays incurred by carry propagation between adjacent adder blocks and the longer critical paths required by the carry-free RBSD logic. It appears likely that the availability of optimized carry chain logic within current FPGAs will tend to favour the former organization over the latter.

4.4.3 Canonical Signed Digit (CSD) Representation

Canonical Signed Digit (CSD) is an approach that has been widely adopted due to its reduced complexity and better area-performance tradeoffs [101-102]. The technique was first reported in 1960 by Reitwiesner [98] and further improved by many researchers (i.e., for example see [103]). Using the CSD encoding technique, nonzero digits can be reduced such that the number of partial products is minimized, which can lead to efficient hardware implementation [101]. The two important properties of CSD are that no two adjacent digits are nonzero and each representation of a number is unique [98]. This implies that there are atmost $N/2$ non-zero digits for an $N$-bit number, in contrast to the equivalent 2’s complement number which can have up to $N$ non-zero digits. A given 2’s complement number, $a$, can be represented in CSD encoding by the following relationship:

$$a = -a^n 2^n - 1 + \sum_{i=0}^{n-2} a_i 2^i = \sum_{i=0}^{n-1} c_i 2^i$$

(4.7)
where \( a_i \in (0,1) \) and \( c_i \in (-1,0,+1) \). The ternary nature of the canonical system therefore results in a number with fewer non-zero digits than 2’s complement. Additionally, in contrast to the 50% probability that a digit is zero in 2s complement, a n-bit CSD number exhibits a probability of 2/3 that an individual bit will be zero, which tends to 1/3 as \( n \) becomes larger as given by the relationship [94]:

\[
P(|c_i| = 1) = \frac{1}{3} + \left(\frac{1}{9n}\right) \left[1 - \left(-\frac{1}{2}\right)^n\right]
\]

These characteristics make CSD highly useful for general purpose DSP applications, especially filters. For example the four bit two’s complement representation of 15 is \(1111\), which exhibits four non-zero digits. The CSD encoding of the same number is \(10001\) with only two non-zero digits. Similarly, the CSD encoding of \(-25 = 0010100\) contrasts with the 2’s complement representation of \(-25 = 11100111\). The smaller number of non-zero digits achieved using the CSD encoding simplifies the multiplication process such that that it can be realized with shifters, adders and subtracters.

The basic principle of CSD multiplication is quite straightforward. The multiplicand is either added to or subtracted from the accumulator depending on the least significant bit (LSB) of the multiplier e.g. \(+1, -1\). No operation is required in the case of a zero bit. The accumulator is then right shifted by one-bit. This is performed from the LSB of the multiplier until the most significant bit (MSB). The right shift
operation of the accumulator has to perform with sign-extension from its MSB. Finally, the accumulator must be cleared before a new multiplication is started.

![Flow chart of the single-bit ternary CSD Multiplier](image)

Figure 4.8 Flow chart of the single-bit ternary CSD Multiplier

In the case of a single-bit ternary encoding, CSD multiplication becomes trivial. The CSD multiplier shown in Figure 4.8 requires only add or subtract operation. There is no need for a subsequent shift operation because the operands are single-bit. Moreover, as the multiplicand and the multiplier are in a single-bit format, the product is a single-bit as well. This can be mapped efficiently to a small LUT in the FPGA. This hardware simplicity offers a distinct advantage to single-bit CSD FIR filter implementations.
4.5 Simulation Results and Discussion

The three filter design alternatives were coded in VHDL and compiled, simulated and synthesized using Quartus-II 9.1 and Modelsim 5.8 targeting a small number of Altera\textsuperscript{\textregistered} Cyclone and Stratix FPGAs, chosen as representative of a range of FPGA devices from low-cost to through to high performance. The adder tree was synthesized in both pipelined and non-pipelined configurations. In the pipelined mode, registers are used between each adder stage as illustrated in general terms in Figure 4.6. As in all pipelined systems, the tradeoffs involve a small increase in hardware area and greater latency in exchange for increased throughput. It can be noted that the latency of the adder stage ($\log_2 N + 1$) is small compared with the overall data latency across the filter shift registers, but its impact will be entirely application dependent.

Similar to the chapter 3, in these entire tests the target operating frequency ($F_{\text{MAX}}$) was set at a value higher than was known to be achievable for the given technology, to force the optimization tools to generate a near best-case P&R that is more comparable across the range of devices. The approximate area values listed are those reported by the flow summary.

Table 4.1 reports the non-pipelined mode area-performance results obtained for all three filter designs. The RBSD scheme operates on 2-bit digits so that the bit width increases by two at each successive level in the adder tree compared with one extra bit per stage in its 2’s complement counterpart. This imposes a significant area overhead...
on the filter, almost doubling the LUT usage in most cases. Clearly, a combination of the additional complexity of the RBSD system and the resulting increase in routing delay (due to a greater number of register and LUTs blocks) overwhelms any advantage to be gained from the lack of carry propagation. Typically, the two’s complement approach results in an average performance between 35% and 39% better than with RBSD encoding, as shown in Table 4.1. In contrast, a CSD representation that offers significant area savings and performance enhancement within a multi-bit context has negligible benefit in the ternary domain.

Table 4.1. Area-Performance Results in Non-pipelined mode Two’s complement, RBSD, and CSD coefficients results

<table>
<thead>
<tr>
<th>Device</th>
<th>Ternary Taps</th>
<th>Two’s complement</th>
<th>RBSD</th>
<th>CSD coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LUTs</td>
<td>F_max</td>
<td>LUTs</td>
</tr>
<tr>
<td>Cyclone – II</td>
<td>256</td>
<td>2412</td>
<td>78.28</td>
<td>4604</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>4875</td>
<td>66.27</td>
<td>9203</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>10,108</td>
<td>61.5</td>
<td>18498</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>20188</td>
<td>52.55</td>
<td>37298</td>
</tr>
<tr>
<td>Stratix – II</td>
<td>256</td>
<td>1882</td>
<td>101.4</td>
<td>3660</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>3800</td>
<td>91.83</td>
<td>7475</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>7591</td>
<td>78.65</td>
<td>14862</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>14999</td>
<td>69.68</td>
<td>29631</td>
</tr>
</tbody>
</table>

Almost identical area-performance results were recorded compared to the simple 2’s complement approach in both non-pipelined and pipelined modes (Table 4.1 and
Table 4.2). It is likely that the small area-performance differences obtained are the result of differences in the fitment or place and route processes, the assigned frequency constraints and/or the particular routing paths selected by the synthesis tools for a that synthesis run.

Interestingly, RBSD outperforms 2’s complement in pipelined mode with Cyclone-II device but exhibits comparatively poor performance using the Stratix-II. The very large change seen in the RBSD area-performance in pipelined mode is most likely to be due to the different architectures of the FPGA devices. The primary difference between these two devices is their basic configurable logic unit. The Cyclone series is made up of 4-input LUT units while Stratix series devices include a more flexible technique known as the Adaptive Logic Module (ALM) in which the basic LUT can be flexibly partitioned into sub-blocks with different numbers of inputs. Typically, adder tree based designs of this type are able take advantage of the additional partitioning opportunities offered by this ALM organization.

In our case, RBSD performs well with Cyclone-II compared to Stratix-II in pipelined mode because the basic 4-input LUT of the former is fully utilized by the design, resulting in shorter paths that reduce the overall delay between stages (Table 4.3). In this table, the input bit column describes the bit widths of successive adder stage and the number of LUTs represents the minimum number required to accommodate that bit width. It can be seen that RBSD occupies a full LUT at each stage compared to 2’s complement with the Cyclone-II device.
Table 4.2. Area-Performance tradeoffs in pipelined mode

<table>
<thead>
<tr>
<th>Device</th>
<th>Ternary Taps</th>
<th>Two’s Complement</th>
<th>RBSD</th>
<th>CSD coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LUTs</td>
<td>FMAX</td>
<td>LUTs</td>
</tr>
<tr>
<td>Cyclone – II</td>
<td>256</td>
<td>2884 (4%)</td>
<td>223</td>
<td>5057 (7%)</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>5806 (8%)</td>
<td>210.5</td>
<td>10235 (15%)</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>11628 (17%)</td>
<td>187</td>
<td>20558 (30%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>23400 (34%)</td>
<td>169</td>
<td>41255 (60%)</td>
</tr>
<tr>
<td>Stratix – II</td>
<td>256</td>
<td>1753 (1%)</td>
<td>423</td>
<td>3525 (2%)</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>3561 (2%)</td>
<td>415.15</td>
<td>7118 (5%)</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>7119 (5%)</td>
<td>381.97</td>
<td>14269 (10%)</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>14280 (10%)</td>
<td>350</td>
<td>28587 (20%)</td>
</tr>
</tbody>
</table>

In contrast to the case with multi-bit systems, the CSD technique offers no significant advantage over 2’s complement in pipelined mode. In a similar way to non-pipelined mode, again 2’s complement has an average 16% better performance than RBSD technique with Stratix-II device. However, an average 30% better performance is achieved by RBSD with Cyclone-II device as compared to 2’s complement approach.

4.6 Summary

In this chapter three alternative encoding techniques were investigated in FPGA namely: 2’s complement, RBSD, and CSD. All three techniques were synthesized and
simulated using small commercial FPGA devices in pipelined and non-pipelined modes. It was found that in the small adder blocks that form this filter (<12 bits) there is little, if any, advantage in using a non-binary representation or canonical signed digit. Languages such as VHDL do not automatically access optimal resources such as fast carry hardware so that these performance results can be considered to be worse-case. Thus, we can see that $\Sigma\Delta$ modulation-based FIR filter can achieve high performance while requiring neither special attention to carry propagation nor the use of built-in DSP components such as fast parallel multipliers making the technique well suited to ASIC implementation.

Table 4.3. Two devices LUTs requirement in 2’s complement and RBSD approach

<table>
<thead>
<tr>
<th>Stage #</th>
<th>2’s complement</th>
<th>RBSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input bits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cyclone-II</td>
<td>Stratix-II</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

In next chapter mathematical model of novel narrowband single-bit ternary adaptive channel equalization model is proposed. This model has been simulated in
MATLAB and verified according to Symbol error rate and minimum mean squared error (MMSE).
Chapter – 5

Single-bit Ternary Adaptive Channel Equalization for Narrowband Signals

5.1 Introduction

The sole purpose of an adequate adaptive equalizer is to combat Inter-symbol-interface (ISI) in a dispersive channel [104]. Alternatively it is described as the channel effects that appear in the received signal due to the low pass nature of the channel. Various works are reported to develop hardware efficient, accurate and faster adaptive channel equalization algorithms [105]. It is no surprise that channel equalizers are the backbone of all means of communication especially wireless communication. A high data rate with multiple channel transmission is a core demand of wireless communication that can be achieved with an appropriate equalization algorithm depending upon the circumstances and environmental conditions.
Equalization techniques for band-limited timer dispersive channel may be subdivided into two types – linear equalization and non-linear equalization [106-107]. With both type of equalizers an adaptive algorithms are associated with typical structural styles. Figure 5.1 shows an overview of equalizers types, structures and algorithms. Typically, transversal and lattice are two basic structures to implement any equalization technique. Transversal structure is ($N-1$) tapped delay line multiplication with coefficients format that is easy to implement in hardware. However, lattice structure comprises of feed-forward and feedback filters instead of only feed-forward. It has a complex structure but gives better performance compared to the transversal structure.

A linear equalizer may be implemented as a FIR filter with adjustable coefficients. Usually these coefficients are adjusted according to information provided and error computation at the end of the detector as show in Figure 5.2. Linear equalizers are easy to implement and find use in applications where the channel distortion is not too severe [105]. Varieties of adaptive algorithms are available to develop a linear equalizer like: LMS (whole family), RLS, Fast RLS, Square-Root RLS and Gradient RLS. All these algorithms can be implemented with transversal structure except gradient RLS. LMS family algorithm can be categorized as LMS, block LMS (BLMS), sign LMS (SLMS), normalized LMS (NLMS), and their further derivatives. Zero forced equalization (ZFE) is also a linear approach to remove all the ISI from the received signal without taking care of the SNR i.e., noise enhancement problem.
Minimum Mean Square Error (MMSE) is another approach to optimize the equalizer filter by reducing the affects of ISI and taking care of SNR as well [108]. The later approach is widely accepted and used in communication due to its robustness and immunity to noise enhancement. Equalization can be symbol-to-symbol or sequence based.

A major problem with linear equalizers is the presence of nulls in the channel impulse response. Due to these nulls at some point the bandwidth of the input signal $x(t)$ will cause noise power $n(t)$ become infinite. This problem greatly affects the signal to noise ratio (SNR) and ultimately prevents the equalizer from converging, eliminating the equalization characteristics. In this scenario, non-linear equalizers are required that are less prone to the effect of deterioration of the SNR when spectrum nulls are found in channel impulse response but at the same time are not too complex and non-linear.

Decision Feedback Equalizer (DFE), Maximum a posteriori probability (MAP) and Maximum Likelihood Sequence Estimation (MLSE) are three major non-linear equalization methods[109]. There are tradeoffs among all three techniques in the sense of complexity and performance. MLSE is the optimum equalization technique that minimizes the probability of a sequence error that can be implemented by Viterbi algorithm [109]. However, the computational complexity of MLSE increases exponentially with number of symbols affected by ISI [105]. In terms of complexity, the decision feedback equalizer is far better than MLSE [110] and same is true for
MLSE on the other parameter. Unlike the linear equalizer (where error is computed by the difference of expected output and observed output (i.e., $e = d - \hat{d}$)), in this case a decision device is used for the computation of an error. Inclusions of decision device and feedback filters are major reasons of complexity and instability in non-linear filters.

Training and Blind modes are two approaches to mitigate the ISI affects. In the training mode the overhead of training pulses are send to receiver well before the actual transmission that is loss of bandwidth. Blind equalization doesn’t need such transmission but bit complex than former technique [111].

In all these algorithms, and techniques channel information is very much important to equalize the channel impulse response with tap-weights (i.e., equalization filter). Despite of all this, all these algorithms are developed using multi-bit domain except sign algorithm that adopts input, or coefficient, or error as sign term instead of multi-bit domain[112] to resolve the hardware complexity. However, in some way it has multi-bit domain aspects.

Recently, a novel single-bit adaptive algorithm has been proposed to suppress noise in narrowband signals using sigma delta modulated filters [5, 14]. In this filter, the primary inputs, internal signals, adaptive filter coefficients, error term and final output all are in a single-bit format. In [82], it was shown that ternary FIR filters implemented in FPGAs using pipelined and non-pipelined organizations could exhibit superior
performance compared to their multi-bit counterparts. Thus, single-bit DSP systems have the tendency to reduce the multiplier complexity that gives better performance with comparable chip area.

Figure 5.1. Equalizers types, structures, and algorithms [106]
In this chapter a novel design of single-bit adaptive channel equalization is proposed based on my publication [113]. In this design, the multi-bit channel equalization model used in contemporary communication systems (see Figure 5.3) is modified with a novel single-bit model (see Figure 5.4) [114]. In this model, the received signal, equalization coefficients, and final output all are in single-bit domain. A delayed version of the input is used as the desired input signal. In this work, the
input narrowband signal is oversampled and converted into single-bit format by passing it through a sigma-delta modulator then finally modulated for transmission. The sign function was used to extract the samples \{+1, -1\} in MATLAB. This oversampled signal is shaped by the channel impairments (i.e., ISI effects) that change the signal format from single-bit into the multi-bit domain. So that channel equalization may be performed in single-bit domain, the received signal is passed through a \(\Sigma\Delta M\) block. In this way the overall system remains in single-bit domain and there is no need to convert between the multi-bit and single-bit formats at the transmitter and receiver stages.

In this design, a block LMS (BLMS) approach has been adopted to derive a mathematical model of single-bit adaptive algorithm. Moreover, a single-bit term has been used while the format of coefficients for adaptive algorithm were used in ternary (i.e., +1, 0, -1) to suppress the inter symbol affects (ISI) and noise disturbances at receiver end (see in section 5.3).

### 5.2 System Design

The transmitted narrow band input signal in channel equalization can be described as [111]:

\[
x(n) = \sum_{p=0}^{\infty} d_p g_{T}(n - pT)
\]  

(5.1)
where \( g_T(n) \) is the basic pulse shape that is selected to control the spectral characteristics of the transmitted signal, \( d_p \) is the sequence of the transmitted information symbols from a signal constellation consisting of \( M \) points, and \( T \) the signal interval: \((1/T)\) is symbol rate[111]. In this case, pulse shaping filter is not taken into account for the sake of simplicity so the transmitted input sequence is:

\[
x(n) = d_n
\]  

(5.2)

The transmitted signal is shaped by the inter-symbol interference (ISI) due to channel impairments and additive noise that can be mathematically represented as:

\[
r(n) = \alpha \left( \sum_{i=0}^{N-1} h_{ci} x(n-i) + v(n) \right)
\]

(5.3)

where \( h_{ci} \) represents the channel impulse response and \( v(n) \) is additive noise, considered to be white Gaussian noise with zero mean and variance \( \delta^2 \). This received signal is passed through a second order sigma delta modulator to convert the input into a binary \{+1, -1\} as shown in Figure 5.4. However, to maintain the dynamic range (DR) of the second order sigma delta modulator i.e., \{+1, -1\}, a gain parameter of \( \alpha \) has been introduced to ensure that the convolution sum stays within the prescribed dynamic range.
Figure 5.3. General block diagram of an adaptive equalizer

Figure 5.4. Block Diagram of Single-bit ternary Adaptive Channel Equalization

Similarly, the estimated output of the input and the equalizer coefficients is in multi-bit format (see Figure 5.6). To transform this output into the single-bit domain, a second order sigma delta modulator is introduced (Figure 5.5). However, the dynamic range of the second order sigma delta modulator that results in the best SNR, and assures the overall stability of the system is \(\{+1,-1\}\). To ensure stability, a gain
parameter $\beta$ is introduced as shown in Figure 5.6. Adjustment of this factor is not trivial. It varies the noise performance by varying the input level (given in section 5.3). The precise value of $\beta$ can be achieved by using any adaptive SDM, such as that reported in [115].

5.3 Single-bit Ternary LMS-like Adaptive Channel Equalization Algorithm

It is already mentioned that the primary objective of the channel equalization filter is to mitigate inter symbol interference (ISI) effects in the dispersive channels and increase the output SNR. In this work, a Block LMS (BLMS) approach has been adopted to design a new single-bit ternary BLMS algorithm (SBTLMS) due to its ability to adjust more samples compared to the LMS algorithm while maintaining equivalent performance with small computational complexity [116]. Moreover, Minimum Mean Square Error (MMSE) method is used to adapt the ternary coefficients that are widely used for linear algorithms except ZFE.

The proposed SBTLMS can be derived using a standard Block LMS (BLMS) algorithm. The general block diagram of the SBTLMS is shown in Figure 5.6. The gradient approximation will be presented before moving to the derivation of SBTLMS algorithm that is based upon a similar approach.
5.3.1 Wiener Theory and LMS algorithm

Wiener proposed an adaptive filter theory that adjusts the weight(s) to produce filter output $y(n)$, which when subtracted from the corrupted signal $d(n)$ would result the output $e(n)$ a clean signal. In a standard adaptive algorithm, for a single tap an FIR filter output $y(n)$ and error signal $e(n)$ may be described as[19-20, 117]:

$$y(n) = wx(n) \quad (5.4)$$

The error term is then defined as:

$$e(n) = d(n) - wx(n) \quad (5.5)$$

where $d(n)$ is the desired response. To solve for the best weight approximation i.e., $w^*$ starts with the taking square root of the output error while considering that desired response and observed signal (or approximation) is, in a broad sense, a stationary (WSS) process. This leads to:

$$e^2(n) = (d(n) - wx(n))^2 = d^2(n) - 2d(n)wx(n) + w^2x^2(n) \quad (5.6)$$

Taking the statistical expectation of this result, then we have:

$$E(e^2(n)) = E(d^2(n)) - 2wE(d(n)x(n)) + w^2E(x^2(n)) \quad (5.7)$$

From this equation, the statistical terms can be defined as:
\( J = E(e^2(n)) = \text{MSE (mean squared error)} \)
\( \sigma^2 = E(d^2(n)) = \text{Power of corrupted signal} \)
\( P = E(d(n)x(n)) = \text{Cross-correlation between } d(n) \text{ and } x(n) \)
\( R = E(x^2(n)) = \text{Autocorrelation} \)  \( (5.8) \)

Thus the mean squared error can be described as:

\[
J = \sigma^2 - 2wP + w^2R
\]

(5.9)

Since \( \sigma^2, P, \) and \( R \) are constants, \( J \) is a quadratic function of \( w \). It can be seen that \( J \) is a hyperparaboloidal surface which never goes negative. The best weight (optimal) \( w^* \) is at the location where the minimum MSE \( J_{\text{min}} \) is achieved. Taking a derivative of the cost function and setting it to zero should lead towards the optimum tap value(s):

\[
\frac{dJ}{dw} = -2P + 2wR = 0
\]

(5.10)

Solving (5.10), we get the optimum weight solution:

\[
w^* = R^{-1}P
\]

(5.11)

Practically, prior knowledge of autocorrelation \( (P) \) and cross correlation functions \( (R) \) are not available. To overcome this issue, a LMS algorithm was described by Widrow that uses a steepest descent algorithm to minimize the MSE sample by sample and locate the filter coefficient(s). The algorithm can be described as:
where $\mu$ is the step-size that controls the rate of convergence and $dJ/dw$ is a gradient vector at time index $n$. This relationship (5.12), shows that the weight vector is proportional to the negative gradient. The sample based processing of LMS algorithms needs instantaneous gradient descent estimation of the weight vector by taking statistical expectation out of $J$ and then computing the derivative to obtain an approximate of $dJ/dw$:

$$J = e^2(n) = (d(n) - wx(n))^2$$
$$\frac{dJ}{dw} = 2(d(n) - wx(n)) \frac{d(d(n) - wx(n))}{dw} = -2e(n)x(n) \quad (5.13)$$

Substituting $dJ/dw$ in the steepest descent algorithm of (5.12), the well known Widrow-Hoff LMS algorithm can be obtained:

$$w_{n+1} = w_n - \mu \frac{dJ}{dw} \quad (5.12)$$

$$w_{n+1} = w_n + \mu e(n)x(n) \quad (5.14)$$

The same approach has been taken into account to reach a single-bit adaptive solution by considering that $e(n) \in \{+1, 0, -1\}$, and $w_n \{+1, 0, -1\}$ that leads to the gradient function:

$$\frac{dJ}{dw} = -2e(n) \quad (5.15)$$
which can be then used to reach an approximation to the optimal Wiener solution in single-bit domain adaptive filter.

### 5.3.2 SBTLMS algorithm derivation

The input to the SBLMS is received signal that is channel impaired and Gaussian noise corrupted signal, \( r(n) \). This signal is further sigma-delta modulated to covert it into single-bit format. The \( N \times 1 \) single-bit input signal vector at the time index \( n \) can be expressed as:

\[
r(n) = [r(n), r(n-1), \ldots, r(n-N+1)]^T
\]  

(5.16)

where \([.]^T\) indicates transposition, \( N \) represents the interpolated single-bit filter order, \( n \) is the multi-bit channel filter order. The \( N \times 1 \) single-bit coefficient vector of the equalization filter \( h \) at time index \( n \) can be denoted by:

\[
h(n) = [h_o(n), h_t(n), \ldots, h_{N-1}(n)]^T
\]  

(5.17)

and the single-bit estimation output vector at time \( n \) as:

\[
y_o(n) = [y_o(n), y_o(n-1), \ldots, y_o(n-N+1)]^T
\]  

(5.18)

![Figure 5.5. Second order sigma delta modulator](image)

Figure 5.5. Second order sigma delta modulator
The index \( j \) refers to the block index of the block LMS algorithm which is related to the original sampling index \( n \) as follows:

\[
n = j\Delta + i, \quad j = 1, 2, 3, 4, 5, \ldots; \quad i = 0, 1, 2, \ldots, \Delta - 1
\]

(5.19)

where \( \Delta \) denotes the block length and \( i \) is the block index, \( j \) the number of blocks index so that \( j = n/\Delta \). The LMS algorithm is a special case of the BLMS where the block length is 1. Generally, block length is considered with reference to the order of the filter i.e., \( \Delta > N \), \( \Delta < N \), or \( \Delta = N \). In general, the second and third cases are preferred to the first. In this work, second case i.e., \( \Delta < N \) has been used. Additionally, due to the higher order of the single-bit equalization filter it is convenient to consider \( \Delta \) and the filter order \( N \) in the power-of-2.

The \( N \times \Delta \) single-bit input data for block \( j \) is therefore defined by the set \( [r(j\Delta + i)]_{i=0}^{\Delta-1} \), which can be expressed in matrix form as:

\[
U(j) = [r(j\Delta), r(j\Delta + 1), \ldots, r(j\Delta + \Delta - 1)]
\]

(5.20)

The tap weight vector \( h(j) \) remains constant over this block of input data. The estimated output of this filter, \( \{\hat{r}(j\Delta + 1)\} \) produced by the equalization filter in response to the input signal vector \( r(j\Delta + i) \) is given by:

\[
\hat{r}(j\Delta + 1) = h^T(j) r(j\Delta + i)
\]

(5.21)

However, this expected output is the result of a convolution operation between single-bit input samples and single-bit coefficients so the output generated at this stage
should be in multi-bit format. To keep the entire system within the single-bit domain this output is passed through the second order sigma delta modulation (Figure 5.5).

![General block diagram of single-bit block LMS-like filter][5]

As the dynamic range of the second order sigma delta modulator should be in the range of \{+1, -1\} to achieve the best SNR, a scale factor is used to maintain this range. An important measure of the SDM is to keep flat signal frequency response over the desired band of the frequency.

Thus, the SDM of the expected signal should not modify the specifications of the estimated output. The single-bit version of the expected output can be described as:

\[
y_o(j\Delta + i) = \text{sgn}[(\beta \hat{r}(j\Delta + i)]
\] (5.22)
where $\beta$ is a scaling factor and the $\text{sgn}$ can be described as below:

$$\text{sgn}(\delta) = \begin{cases} 
+1 & \delta > 0 \\
0 & \delta = 0 \\
-1 & \delta < 0
\end{cases}$$

The second order sigma delta modulator used here has the following transfer function:

$$H(z) = S(z)z^{-1} + E(z)(1 - 2z^{-1} + z^{-2}) \quad (5.23)$$

where $S(z)$ represents the signal transfer function and $E(z)$ the quantization noise transfer functions. The noise shaping effect of the $\Sigma\Delta$M is evident from the presence of the filtering term, $(1 - 2z^{-1} + z^{-2})$ acting on the noise term, $E(z)$. This quantization effect of the sigma delta modulator can easily be approximated by using a linear approximation [25]. Therefore the expected output with quantization noise shaping can be expressed as:

$$y_o(j\Delta + i) = \beta \hat{r}(j\Delta + i) + q_{yo}(j\Delta + i) \quad (5.24)$$

where $q_{yo}$ represents the shaped quantization noise due to the modulation affect that is generated in the response to the convolution between noise impulse response coefficients and block of the quantization noise. Hence $\Delta \times 1$ quantization noise vector can be defined as:

$$q_{yo}(j) = [q_{yo}(j\Delta), q_{yo}(j\Delta + 1), \ldots, q_{yo}(j\Delta + \Delta - 1)]^T \quad (5.25)$$

Thus, the single-bit output can be expressed as:
\[ y_o(j\Delta + i) = \beta h^T(j)r(j\Delta + i) + q_{yo}(j\Delta + i) \]  \hspace{1cm} (5.26)

or in matrix form as:

\[ y_o(k) = \beta U^T(j)h(j) + q_{yo}(j) \]  \hspace{1cm} (5.27)

where \( U(j) \) is \( N \times \Delta \) size matrix that can be generated using the Toeplitz built-in function in MATLAB or by exploiting the matrix format.

In single-bit domain error term is accounted into coefficient update formula that is similar to the multi-bit block LMS (BLMS) algorithm. The error is simply considered to be the desired signal (i.e., \( d_{n-L} \)) subtracted from the expected output (\( y_o \)), defined in block terms as:

\[ e(j\Delta + i) = d_{n-L}(j\Delta + i) - y_o(j\Delta + i) \]  \hspace{1cm} (5.28)

In simple form the error is:

\[ e(j) = d_{n-L}(j) - y_o(j) \]  \hspace{1cm} (5.29)

Now the weights update formula for the single-bit domain can be described as:

\[ h(j + 1) = \text{sgn}[h(j) + mu \times e(j)] \]  \hspace{1cm} (5.30)

where \( mu \) is the controlling factor and \( h(j) \) are the coefficients in the range of \{+1, 0, -1\}, that is the function of the ternary quantizer. In this work, we have used (5.30) relationship for the tap weight vector update.
As shown in section 5.1, here, we have drawn the transversal structure of SBTLMS filter using the relationship (5.30) as shown in Figure 5.7. In this structure, error is computed as difference between delayed version of transmitted signal and expected output (shown in Figure 5.4) but shown notionally with same input just to avoid another line.

The ternary format of the coefficients results a harsh quantization affect (i.e., it introduces quantization noise) that can be expressed by using linear approximation as shown previously. Unlike multi-bit BLMS, here, averaging terms of input and error [116] are not considered because single-bit nature of the system will not add any further improvement by including these terms. Therefore, the updating function can be approximated as:

\[
\begin{align*}
    h(j+1) &= h(j) + mu \times [r(j) - y_o(j)] + q_w(j) \\
    &= h(j) + mu \times [r(j) - y_o(j)] + q_w(j)
\end{align*}
\]

(5.31)

where the quantization noise \( q_w(j) \) is a \( N \times 1 \) vector. Thus updating function becomes:

\[
\begin{align*}
    h(j+1) &= h(j) + mu \times [r(j) - \\
    &\beta U^T(j)h(j) + q_{yo}(j)] + q_w(j)
\end{align*}
\]

(5.32)

In these equations, all the single-bit adaptive process parameters and quantization error components are given.
5.4 Simulation and discussion

In this work, the single-bit ternary block LMS-like (SBTLMS) algorithm has been simulated using narrowband input signal in MATLAB. For this simulation, a narrowband 11-tap low pass filter channel model \((H_c)\) was selected to create an equivalent channel equalizer filter \((H_e)\) in single-bit domain.
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Figure 5.7. The proposed SBLMS adaptive algorithm structure
In these tests, the narrowband input signal $d(n)$ was chosen half of the maximum voice frequency (i.e., $f_o = 2000\text{Hz}$) with an amplitude of $A = 0.5$. It was assumed that input signal $d(n)$ is an oversampled single-bit signal throughout the simulation. The Nyquist rate of the channel filter order was selected as $N=11$, and the oversampling ratio was chosen as OSR=128 and the equivalent filter order was defined by using the relationship $(OSR \times N)$.

### 5.4.1 Symbol Error Rate (SER) at Varying input Training Samples

Initially, SER was calculated using varying input training samples that were recorded in decision directed mode. Hence, SDM oversampled input was filtered through the oversampled equalized channel filter model ($He$). However, in the single-bit domain it is not trivial to find the starting point due to delays introduced by the channel impairments. Thus, initial 100 samples were discarded to reach a starting point that has a small SER value. The SER is shown at various input training samples in Figure 5.8. In a subsequent stage, the SER was recorded at varying SNR as shown in Figure 5.9.
The improvement in the SNR was treated as a measure of the performance and was defined as the output divided by the input (in-band) SNR. An improvement in the output SNR was recorded at varying input SNR. However, the dynamic range of the second order sigma delta modulator that results in the best SNR, and assures the overall stability of the system is \((-1, 1\). To ensure stability, a gain parameter \(\beta\) is introduced as shown in Figure 5.5. Considering the non-negative values of the expected output in the range \((1, N)\) then this factor may be defined as:

\[
\frac{2}{N} < \beta < 2
\]  

(33)
The precise value of $\beta$ can be achieved by using any adaptive SDM, such as are reported in [115]. Thus an appropriate $\beta$ factor was set to achieve the best SNR while keeping the in-band frequency same. Extensive simulations indicate an optimum around $OSR \times 6.7$. Simulations repeated under the same conditions sometimes show different performance due to the noise and ISI that continuously change the gain factor and therefore the dynamic range.

In these simulation results, the best performance achieved has been considered at OSR=128 and input sinusoid at $f_0 = 2000Hz$. It is evident that the best performance is achievable at the full dynamic range of the expected output ($\hat{x}$) that is $\pm 1$. These results are given in Table 5.1.
5.4.3 Minimum Mean Squared Error (MMSE)

The performance in the LMS or BLMS filters is measured in terms of its Minimum Mean Squared Error (MMSE). In single-bit systems, this error is not a continuous function but is bounded within the range \( \{+2,0,-2\} \), which makes it harder to determine the gradient analytically. However, the mean squared error may be determined in the same way as current adaptive algorithms. In this way, an ensemble average learning curve of the sample can be defined as:

\[
P(j\Delta + i) = E\left[|d(j\Delta + i) - yo(j\Delta + i)|^2\right]
\]  

(5.34)

where \( E \) denotes the expectation operator. The ensemble-average learning curve over the interval of \( 0 \leq j \leq N \) is defined as the average over the \( O \) trials as:

\[
\hat{P}(j\Delta + i) = \frac{1}{O} \sum_{l=1}^{O} \left|e_l(j\Delta + i)\right|^2
\]  

(5.35)

where \( \hat{P}(j\Delta + i) \) is the sample-average approximation of the actual learning curve. The desired response here is the delayed version of the input signal \( d \). In this work, \( \hat{P} \) has been derived using (23) averaged over a number of trials from 1 to 30 on an input signal with additive Gaussian noise. It is evident from Figure 5.10 that the MMSE is trending towards a small final value around zero.
5.5 Summary

In this chapter, a novel single-bit adaptive channel equalization model for narrowband input signals has been proposed. The overall system is kept within the single-bit domain including input signal, filter taps (ternary format), final output and error terms. A narrow band low pass filter channel model was selected to demonstrate the proposed model simulation results in MATLAB. The model exhibits significant results in the sense of SER at varying training input pulses and at varying SNR. The MMSE was shown to trend towards zero. Improvement in the SNR was recorded at varying in-band input SNR. The model results in low hardware complexity, especially in FPGA devices.

<table>
<thead>
<tr>
<th>No.</th>
<th>$\beta$</th>
<th>SNR (dB)</th>
<th>Pndb (dB)</th>
<th>SNRo (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OSR*6.7</td>
<td>2</td>
<td>-11.03</td>
<td>17.810</td>
</tr>
<tr>
<td>2</td>
<td>OSR*6.7</td>
<td>3</td>
<td>-12.03</td>
<td>17.44</td>
</tr>
<tr>
<td>3</td>
<td>OSR*6.7</td>
<td>4</td>
<td>13.03</td>
<td>17.35</td>
</tr>
<tr>
<td>4</td>
<td>OSR*6.7</td>
<td>5</td>
<td>-14.03</td>
<td>17.315</td>
</tr>
<tr>
<td>5</td>
<td>OSR*6.7</td>
<td>6</td>
<td>-15.03</td>
<td>17.99</td>
</tr>
<tr>
<td>6</td>
<td>OSR*6.7</td>
<td>7</td>
<td>-16.03</td>
<td>18.21</td>
</tr>
<tr>
<td>7</td>
<td>OSR*6.7</td>
<td>8</td>
<td>-17.03</td>
<td>17.637</td>
</tr>
<tr>
<td>8</td>
<td>OSR*6.7</td>
<td>9</td>
<td>-18.03</td>
<td>19.43</td>
</tr>
<tr>
<td>9</td>
<td>OSR*6.7</td>
<td>10</td>
<td>-19.03</td>
<td>19.48</td>
</tr>
<tr>
<td>10</td>
<td>OSR*6.7</td>
<td>15</td>
<td>-24.03</td>
<td>16.3</td>
</tr>
</tbody>
</table>
Figure 5.10. MMSE averaged over 1 to 30 trials
6.1 Introduction

This thesis can be divided into two sections. In first section we have presented the analysis and synthesis of single-bit ternary DSP algorithms on small commercial FPGA devices. These experimental results are compared to the approximately equivalent multi-bit system. It is shown that single-bit techniques typically achieve better area-performance tradeoffs compared to its corresponding part multi-bit system. In a second stage, we have studied the stability of single-bit ternary FIR filter and proposed a new design of single-bit ternary adaptive channel equalization for narrowband signals.
In chapter 3, an FIR-like $\Sigma\Delta$ modulator filter was synthesized on small commercial FPGA devices. Both the input and output of this filter are in short word length format (i.e., single-bit, ternary). The coefficients of this filter (the ternary taps) were generated in MATLAB by selecting a target impulse response using the Remez exchange algorithm. This filter comprises of two sections: the ternary filter and an IIR remodulator filter. The latter section is used to remove the quantization noise and bring back the ternary filter multi-bit output in single-bit format so overall system remains in single-bit domain.

To analyse the area-performance-power tradeoffs results between contemporary (i.e., multi-bit) and single-bit techniques both filters were synthesized and simulated in pipelined and non-pipelined modes at roughly equivalent levels of spectral performance using 2’s complement encoding. This equivalent spectral performance level was determined at a theoretical as well a practical level.

The dynamic power simulations were conducted in two stages. Firstly, both the filters were simulated at their maximum clock frequency determined by the worse-case $F_{\text{MAX}}$ for either the single-bit or the multi-bit filter, related via the performance of the filter. In a second step, the two filter types were set up to achieve the specifications outlined for specific application at Nyquist rate. Similarly, a single-bit filter was set to achieve an equivalent spectral performance to the multi-bit case by making corresponding OSR, so in this case the single-bit filter clock was obtained by
multiplying the OSR to the Nyquist frequency (i.e., $F_s \times OSR$). The multi-bit filter clock was kept at its Nyquist rate (8000Hz) throughout.

FPGA based investigations have shown that a single-bit FIR-like filter using ternary coefficients will routinely dissipate less power compared to the conventional approach despite their need to operate at much higher clock rates. They also exhibit up to 40% higher performance and offer useful area savings at lower filter orders. At higher orders, the $\Sigma\Delta$ approach retains its power and performance advantages but exhibits slightly higher chip area. The simplicity and low power of the $\Sigma\Delta$ approach makes it applicable to mobile communication processing using low cost FPGA or ASIC technology.

In this investigation two important factors were found; firstly, the IIR filter is a limiting factor for single-bit ternary filter performance. A stand-alone ternary filter can achieve clock frequency higher than 400 MHz but it was restricted to 250 MHz with re-modulator IIR filter section. In pipelined mode, due to complex multiplication the multi-bit filter performance degrades about 30% whereas single-bit filter performance is almost un-changed.

The stability of sigma-delta modulation based systems is of great concern due to non-linear behaviour of the circuit. Although Sigma-Delta modulators have been applied as re-modulator blocks in single-bit filter system, their inherently non-linear behaviour leads to stability concerns. The primary sources of this nonlinearity are the
1-bit quantizer, op-amp slew rate, op-amp nonlinear DC gain, and nonlinear switch response. The most important of these is the non-linear behaviour of the quantizer that may very easily lead to the instability of the sigma delta modulator. When applied in simple systems such as a first order IIR filter loop, positive feedback within the loop causes the system to become unstable after just a few input samples.

In continuation of SBTFF comparison to its counterpart multi-bit system, here, we have attempted to analyse the stability of single-bit ternary FIR filter and proposed a new model that takes into account widely accepted input and quantizer gain limits of the second order sigma delta modulator inside the IIR filter. A linear analysis of the limits to the quantizer gain and feedback parameter is presented.

Investigation shows that proposed method gives sufficient control over the input to the sigma delta modulator and the quantizer gain while improving the acceptable limits of IIR filter feedback parameter. With this new design, the IIR loop feedback parameter has been relaxed and can increase to 1.5 without compromising the stability of the system. The gain function adds little to the complexity of the filter, ensuring it can be efficiently mapped to hardware with fewer data bits, saving chip area and improving the system performance.

The investigation in Chapter 3 was performed using 2’s complement approach. However, in multi-bit systems canonical signed digit (CSD) encoding is often considered better than 2’s complement due to its lower multiplication complexity that
can achieve high throughput. Hence, in Chapter 4, the ternary FIR filter was further investigated to find the area-performance tradeoff at three different classical encoding techniques called 2’s complement, canonical signed digit (CSD), and redundant binary signed digit (RBSD). Ternary filter was synthesized and simulated at various order of the filter and OSR on small commercial FPGA devices in Quartus-II in non-pipelined and pipelined modes.

An investigation into the three encoding techniques found that, unlike in the equivalent multi-bit filters, CSD offers no advantages to single-bit sigma-delta modulated systems. Similarly, RBSD occupies twice the area and exhibits much poorer performance compared to a conventional 2’s complement representation due to the small symbol size in single-bit systems. These results demonstrate that simple, short word-length ΣΔM filters will be useful in greatly reducing the number of general-purpose digital multipliers in general purpose DSP applications using Field Programmable Gate Arrays (FPGA) and especially ASIC.

In chapter 5, a new design of single-bit adaptive channel equalization is proposed using sigma delta modulation and a single-bit ternary block Least Mean Square (SBTLMS) algorithm. The overall system is kept within the single-bit domain including input, filter taps, final output and error terms. A narrow band low pass filter channel model was selected to demonstrate the model.
With correlated narrowband input signals, this model was investigated and found that it is able to converge and to form an equalization filter with good SNR and very low Symbol Error Rate (SER). As the input, filter coefficients and output values are all in single-bit and/or ternary format its overall hardware complexity will be be low compared to traditional multi-bit channel equalization. Additionally, the technique avoids the need for successive conversion from multi-bit to single bit and back at the receiver and transmitter stages. Moreover, it opens a door to potential new research in the area of adaptive filters that may lead towards less complex and highly efficient DSP systems offering high throughput for important applications such as adaptive channel equalization.

### 6.2 Future Directions

While every effort has been made in this thesis to cover the relevant topic as thoroughly as possible, inevitable time constraints have prevented potentially interesting investigations into different various optimization techniques, structures and improved designs. In this section we present a brief discussion on some topics found in this thesis that would prove useful to be investigated further.

1. Design and synthesis of single-bit ternary FIR-like filter with direct form structure achieved better area-performance-power characteristics than its counterpart multi-bit is one way of implementation in FPGA. There are many optimized structures reported in literature to design FIR filter [102]. Further
optimization of the single-bit ternary FIR-like filter in FPGAs can improve the area-performance-power tradeoffs compared to multi-bit system. In particular, the efficient implementation of the IIR re-modulator stage would have an immediate impact upon the performance of the overall system. There are many ways to potentially achieve this goal, which would be a large investigation [29].

2. Further investigation is required to analyse and understand the stability limitations of short word length DSP algorithms. Many recent publications have proposed non-linear stability analysis of sigma-delta modulation [35, 92] that may further be taken into account for the analysis of single-bit systems. This investigation may lead us to the commercial product that could change the contemporary systems with simple and more effective single-bit designs.

3. Higher order sigma-delta modulation organizations should be investigated for area-performance-power characteristics of single-bit ternary FIR-like filter in FPGA that may lead towards lower chip area and higher performance at the cost of bit higher probability of instability.

4. Three encoding techniques (i.e., CSD, RBSD, 2’s complement) needs more customized investigation that could explore that how CSD ternary encoding affects SBTFF, and what would be an impact of 4-input adder with small bit-width as compared to the traditional 2-input adder?
5. Single-bit DSP algorithms design should be synthesized and investigated in Application Specific Integrated Circuit (especially using commercial EDA tools such as Cadence) to better determine the area, performance and power tradeoffs in that domain. It is already clear that ASIC designs could utilise the SWL approach proposed in this theses. It would be useful to explore whether the tradeoffs that exist in the ASIC designs are similar to those observed in the FPGA environment. This would also lead the SWL technology closer to commercial production.

6. Single-bit adaptive LMS-like algorithm derived for channel equalization can further be investigated using more complex channel characteristics and random nature of the input signal. This investigation may be useful to understand the behaviour of single-bit algorithms in different environments. Other important factor is its convergence rate that is controlled by a factor called ‘mu’. In single-bit format it is limited to few values (i.e.,>0.5, <0.5, or = 0.5). Further investigation is required to understand the ‘mu’ factor that impacts upon the convergence rate and ultimately Minimum Mean Square Error (MMSE).

7. Single-bit adaptive algorithm can further be extended towards its FPGA design and analysis using binary or ternary format of coefficients and compare it with LMS (or block LMS) algorithms with area-performance characteristics and its real-time operation. This would be a large investigation to understand how SWL designs can be accommodated in current mobile communication.
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