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# Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACLS</td>
<td>Automatic (or All-weather) Carrier Landing System</td>
</tr>
<tr>
<td>AMSL</td>
<td>Above Mean Sea Level</td>
</tr>
<tr>
<td>c.g.</td>
<td>Centre of gravity</td>
</tr>
<tr>
<td>c.m.</td>
<td>Centre of mass</td>
</tr>
<tr>
<td>DCM</td>
<td>Direction Cosine Matrix</td>
</tr>
<tr>
<td>DGPS</td>
<td>Differential GPS</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>ED</td>
<td>Evolutionary Design</td>
</tr>
<tr>
<td>ES</td>
<td>Evolutionary Strategy</td>
</tr>
<tr>
<td>FAI</td>
<td>Fédération Aéronautique Internationale (International Air Sports Federation)</td>
</tr>
<tr>
<td>FLOLS</td>
<td>Fresnel Lens Optical Landing System</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>GP</td>
<td>Genetic Programming</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HMAS</td>
<td>Her Majesty Australian Ship</td>
</tr>
<tr>
<td>ICLS</td>
<td>Instrument Carrier Landing System</td>
</tr>
<tr>
<td>ILS</td>
<td>Instrument Landing System</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi-Input Multi-Output</td>
</tr>
<tr>
<td>MSL</td>
<td>Mean Sea Level</td>
</tr>
<tr>
<td>MTOW</td>
<td>Maximum Take-Off Weight</td>
</tr>
<tr>
<td>NPC</td>
<td>Normalised Performance Cost (Chapter 6)</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional-Integral-Derivative</td>
</tr>
<tr>
<td>PN</td>
<td>Proportional Navigation</td>
</tr>
<tr>
<td>PPN</td>
<td>Pure Proportional Navigation</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>RAST</td>
<td>Recovery Assist, Secure and Transit</td>
</tr>
<tr>
<td>RPV</td>
<td>Remotely Piloted Vehicle</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>STOL</td>
<td>Short Take-Off and Landing</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------------------------------------</td>
</tr>
<tr>
<td>SWH</td>
<td>Significant Wave Height</td>
</tr>
<tr>
<td>TLS</td>
<td>Transponder Landing System</td>
</tr>
<tr>
<td>TPN</td>
<td>True Proportional Navigation</td>
</tr>
<tr>
<td>TUAV</td>
<td>Tactical Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>UCARS</td>
<td>UAV Common Automatic Recovery System (Sierra Nevada Corporation)</td>
</tr>
<tr>
<td>USN</td>
<td>U.S. Navy</td>
</tr>
<tr>
<td>VTOL</td>
<td>Vertical Take-Off and Landing</td>
</tr>
</tbody>
</table>
Summary

The capability of autonomous operation of ship based Unmanned Aerial Vehicles (UAVs) in extreme sea conditions would greatly extend the usefulness of these aircraft for both military and civilian maritime purposes. The factors that hamper such operations are connected primarily with launch and recovery stages of flight. Due to very limited deck space available on ships, maritime operation generally requires the aircraft to either have Vertical Take-Off and Landing (VTOL) capability or some form of launch and recovery assistance. The advantages of fixed-wing aircraft over VTOL aircraft in terms of flight speed, range and endurance are well known and can be of great benefit to various missions. For this reason, operation of traditional fixed-wing UAVs with assisted launch and recovery is often preferable.

Shipboard UAV recovery has always been a challenging task. Even in benign conditions, deck space is usually insufficient to provide a landing run for a fixed-wing aircraft. A number of recovery techniques have been developed to solve this problem. They include parachute assisted recovery, net capture, deep stall and many others. However, very few of them achieved operational status. Any recovery method has serious disadvantages and as a rule is suitable only for a narrow class of UAVs. In this work, current methods of recovery are analysed and the problems associated with recovery in adverse weather conditions are identified. The major problem is presented by the random oscillatory motion of the ship. In a rough sea, both the angular and translational displacements of the ship body are so large that guidance to any specified point on the deck becomes extremely challenging. Other problems identified include large amount of turbulence and possibly very unfavourable wind direction which arises from undesirability for the ship to change its course.

Based on this analysis, a novel recovery method is proposed. This method, named Cable Hook Recovery, is intended to recover small to medium-size fixed-wing UAVs on frigate-size vessels. It is expected to have greater operational capabilities than the Recovery Net technique, which is currently the most widely employed method of recovery for similar class of UAVs, potentially providing safe recovery even in very rough sea and allowing the choice of approach directions.

The recovery method is supported by the development of a UAV controller that realises the most demanding stage of recovery, the final approach, which starts several hundred metres in the vicinity of the ship and continues until the moment of capture. The controller provides both flight control and guidance strategy that allow autonomous recovery of a fixed-wing UAV. It is found that the controller is capable of guiding the UAV to the recovery point with a specified accuracy even in very difficult conditions, in which the UAVs currently in
service are not usually operated.

The development process involves extensive use of specially tailored Evolutionary Algorithms (EAs) and represents the major contribution of this work. EAs are heuristic techniques being developed since the 1960s. Due to extremely rapid growth of the available computing power in the 90s, EAs gained wide popularity in the engineering field. However, the great majority of their applications is concerned with various types of nonlinear optimisation. The ability of EAs to solve problems is still underused. This research demonstrates how EAs can be used in a full cycle synthesis of a controller.

The Evolutionary Design algorithm developed in this work combines the power of Evolutionary Strategies and Genetic Programming, enabling automatic evolution of both the structure and parameters of the controller. The controller is evolved using the fully coupled nonlinear six-degree-of-freedom UAV model, making linearisation and trimming of the model unnecessary. The simulation environment also includes the atmosphere model, the ship model and the cable model. These models are continuously used within an integrated simulation environment during the evolution to produce a highly optimised controller. The developed algorithm is applied to both flight control and guidance problems with several variations, including optimisation of a routine PID controller.

It is demonstrated that Evolutionary Design is capable of generating human-competitive solutions, by the example of an automatically solved guidance task. The algorithm is faced with a problem definition and has no clues how to solve it. Nevertheless, it ends up with an optimised solution similar to those used in many today’s guidance applications.

The design methodology is given with an example based around recovery of a small UAV on a naval frigate class vessel. The methodology produced a controller that has been tested comprehensively in a nonlinear simulation environment and has been found to allow the aircraft to be recovered in the presence of both large external disturbances and uncertainty in the simulation models.

The comprehensive testing procedure used identifies both the performance and robustness properties of the generated controller. The controller is found to have both good performance and robustness in nearly all reasonable situations. Several parameters of the UAV and other systems involved have been identified as having a direct effect on the aircraft recovery performance, while others are shown to have little effect. Finally, an operating envelope for successful recovery is produced, indicating the chances of successful recovery in various operating conditions.

The research is concluded with a discussion of the various techniques used. The main limitations of the research are highlighted and a range of methods of overcoming these limitations is suggested.
Chapter 1. Introduction

1.1 Unmanned Aerial Vehicles and shipboard recovery

Over the past two decades, the interest in Unmanned Aerial Vehicles (UAVs) from both the aerospace community and the general public has grown immensely. The use of UAVs is becoming a well accepted technique not only for the military applications but also in the civilian arena. The advent of modern intelligent control systems and navigational aids, such as the Global Positioning System (GPS), makes the usage of UAVs increasingly efficient and affordable to a wide range of customers.

Typical applications of UAVs range from such traditional military missions as battlefield surveillance, reconnaissance and target acquisition to atmospheric research, weather observation, coastal and maritime surveillance, agricultural and geological surveying, telecommunication signals retranslation, and search and rescue missions. The fact that these vehicles are unmanned make them particularly suitable for use in inhospitable or hazardous environments. In general, UAVs have the potential to complement traditional manned surveillance and monitoring operations or, for some missions, can be a cost effective alternative.

The critical parts of a UAV mission are the launch and recovery phases. Although some UAVs can be conventionally operated from runways, the ability of UAVs to be operated from confined areas, such as remote land sites, ships and oil rigs, greatly increase their practical applications. Such operations generally require the aircraft to either have Vertical Take-Off and Landing (VTOL) capability or some form of launch and recovery assistance. A VTOL capability is beneficial for aircraft in terms of launch and recovery procedures. However, the inclusion of this capability within the aircraft configuration can reduce the capability of the aircraft to perform certain missions. In particular, VTOL aircraft invariably have a reduced speed, range and endurance as compared to their non-VTOL counterparts of the same class. For this reason, operation of traditional fixed-wing UAVs with assisted launch and recovery is preferable in many cases.

External launchers can be used to assist the aircraft to gain a necessary speed on launch by rapid acceleration of the aircraft. These launchers may take two common forms: catapult launchers and rocket boosters. Catapult launch involves rapid acceleration of the UAV as it moves along a fixed launch ramp. Rocket assisted launch employs the attachment of an external rocket engine (or several engines) to the aircraft to provide initial acceleration and lift, which may later be jettisoned. The aspects of launch and control for maritime UAV operations are comprehensively covered in [47].
Unlike launch, the ways of UAV recovery are numerous. Probably the most widely used method, apart from runway landing, is the parachute assisted recovery. It employs an onboard parachute which is deployed over the intended area of landing and the aircraft descends with a safe rate. This technique is also used on many conventionally landing UAVs as an emergency method. Its main advantage is simplicity. Unfortunately, parachute recovery can hardly be used when the landing area is extremely limited (for example, a ship’s deck) and in the presence of high winds and strong gusts. More elaborated versions employ various forms of controllable and gliding parachutes. They allow a limited degree of flight control; however, they lose the advantage of simplicity and are still sensitive to large wind disturbances.

The first practicable and widely used solution for shipboard recovery of a fixed-wing UAV was capturing by an elastic net. This method has been employed for the USN RQ-2 Pioneer UAV, first deployed in 1986 aboard the battleship USS Iowa. The recovery net is usually stretched above the stern of the ship and the aircraft is flown directly into the net. After successful capture of the UAV, the net is lowered onto the deck and the UAV is removed from the net manually. A serious disadvantage of this method is that it is quite stressful for the aircraft, with the recovery net often ripping off the propeller, antennas and even wing upon landing. Nevertheless, due to simplicity of the recovery gear and reasonably simple guidance and flight control during the approach, this technique is still very popular for maritime operations.

Other methods are extensively being developed and tested. They include such techniques as deep stall and perched recovery and various forms of convertible airframes. However, these methods often imply very specific requirements to the UAV design and high complexity of control. Therefore, a need is identified to develop an effective recovery method which enables the UAV to be recovered on a confined area in the presence of large disturbances and which does not have deficiencies of the current methods.

Solving this problem is an enormous engineering work. It can be separated into two distinct areas: design of the recovery technique itself and development of a UAV controller that provides flight control and guidance of the vehicle in accordance with the requirements of this technique.

The controller should provide autonomous guidance and control during the whole recovery process (or its airborne stage). Fully autonomous operation of UAVs plays an important role in expanding the area of their applications and increasing the cost efficiency of their missions. Many of the UAVs in current or past service are partially or fully Remotely Piloted Vehicles (RPV), with a human pilot required in some or all stages of flight. This not only entails high costs associated with the presence of a trained ground-based pilot, but also limits
reliability of the system and increases the attrition rate. For example, the primary source of operational losses of the aforementioned *Pioneer* UAVs during the tests and field operations were associated with improper recovery conducted by a remote human pilot [7, 152].

There exists a number of control design techniques applicable to the area of guidance and flight control. They all have different features and limitations, producing the controllers with different characteristics. It is expected that linear control techniques will not be sufficient for control of the aircraft through the whole recovery stage due to large atmospheric disturbances, ship motion and aircraft constraints. Landing and recovery usually imply a flight with a relatively low airspeed and high angles of attack, where effective control is complicated and the dynamic behaviour of the aircraft is sufficiently nonlinear. At the same time, ship motion may require the UAV to manoeuvre actively in these conditions. Another characteristic of the recovery process is large amount of uncertainties within the system. They include not only the uncertainties present in the environment and in the aircraft, but also those which arise from the absence of exact specifications of the parameters of the recovery process and the systems involved. Under these conditions when so many factors remain uncertain during the process of development, even the very approach to the control problem is unclear. It is desirable that the controller design methodology allow to produce an optimally suitable controller even when faced with such uncertainties.

The main aim of this thesis can be therefore summarised as:

*To propose an effective recovery method suitable for recovery of a small to medium size fixed-wing UAV onboard a ship in a rough sea and in the presence of large atmospheric disturbances, and*

*To develop a controller design methodology that produces a controller capable of autonomous guidance and control of the UAV during the recovery process, considering the requirements set by the recovery method.*

An extremely flexible and capable tool that can be used to develop such a methodology is presented by the Evolutionary Algorithms.

### 1.2 Evolutionary Algorithms

The Evolutionary Algorithms (EAs) is a group of stochastic search methods which combine such important characteristics as robustness, versatility and simplicity. They are inspired by the success of natural evolution and, indeed, proved the success in many applications, from nonlinear numeric optimisation to architectural design and automatic software creation. EAs are often considered as an example of *artificial intelligence* and a *soft computing* approach. Their unique ability to search for complete and global solutions to a given problem makes EAs a powerful problem solving tool.
Historically, there exist several branches of EAs, namely Genetic Algorithms, Genetic Programming, Evolutionary Programming and Evolutionary Strategies. Their development started independently in the 1960s and 70s. Nevertheless, all of them are based on the same fundamental principle. EAs employ computational models of evolutionary processes as the key elements in their design and implementation. ‘Evolution’ is used here in its Darwinian sense, the advance through ‘survival of the fittest’. All major elements found in natural evolution are present in EAs: a population of individuals, the environment, genome, selection, reproduction and various genetic operations such as mutation and recombination. The evolution progresses generation by generation.

As a rule, the search starts from a randomly sampled initial population. During the course of evolution, better solutions are selected from each population, the offspring is produced from these solutions, a new population is formed and the process continues. As can be seen, the algorithm does not need any initial guess solution and thus can be used when no a priori knowledge is available about the outcome and the environment. The only required function is to distinguish between better solutions and poorer ones. This function, known as fitness function, defines the problem to be solved by the EA.

Despite such remarkable simplicity, EAs have proven to be capable of solving many practical tasks. The first and obvious application is numerical optimisation (minimisation or maximisation) of a given function. There are virtually no limitations on the type of function as no derivatives are required. EAs showed outstanding results for many of the difficult, ridged or ill-defined functions, and even for dynamic functions which change with time. Since the algorithm always maintains a population of solutions, it is particularly robust in terms of finding the global optimum and avoiding local optima. Moreover, EAs naturally allow a multi-criteria search for a Pareto-optimal set of solutions.

Each individual may represent a set of parameters for one or another system to be optimised. Given a fitness function that estimates the optimality of the system with a given set of parameters, this system can be optimised by an EA. This approach is widely used in the engineering field, including the area of control and trajectory optimisation (see, for example, [32, 43]).

However, EAs are capable of much more than function optimisation or estimation of a series of unknown parameters within a given model of a physical system. Due to, in a large part, their stochastic nature, EAs can create such complex structures as computer programs, architectural designs and neural networks. Several applications of EAs have been known to produce a patentable invention [120, 121, 123]. Genetic Programming (GP), conceived in the early 90s by J. Koza [119], is specifically designed to evolve computer programs.
Unfortunately, such a truly intelligent application of EAs is rarely used for practical purposes. A major deterrent of its usage is very high computational cost required. All EAs are quite expensive in terms of computational requirements. This may be considered as the price for their superb robustness. Thanks to rapid increase in the computing power available during the past two decades, practical applications of the traditional EAs become feasible. However, GP and similar algorithms often require a supercomputing power to produce an optimal solution for a practical task. This may be overcome, at least partially, by narrowing the search space, e.g. limiting possible structures emerging as a result of genetic operators.

A creative approach of EAs to solve problems would be of a great benefit for the task stated in the previous section. The newly introduced UAV shipboard recovery method is not well studied and thoroughly specified at the initial stage of design. Before developing a controller, a question must be answered as to what to control. It is quite possibly that none of the known guidance and control methods could be readily applied and would satisfy the requirements for this particular recovery technique. Even though in the end the optimal guidance strategy and the control laws may appear to be very simple and will not require a sophisticated controller, the choice of the controller structure and thus of its design process remains uncertain at the initial stage.

A general engineering practice in such circumstances is to propose a new design based on existing knowledge of various techniques (not uncommonly even from other fields) and no less important, intuition. Following this, the proposal is analysed, tried on a real system or its mathematical model, findings and errors are analysed again, the design is modified (or rejected) and the process continues until a satisfactory solution is found.

EAs work basically on the same principle, although, obviously, using less analytical analysis but more trial-and-error approach. It was found, however, that the process of selecting the most suitable solutions at each stage and producing the next iteration variants is, overall, largely intelligent and heuristic. EAs are capable to answer not only the question how to do something (how to control, in particular), but also the question what to do in order to meet the objective. It is therefore appealing to apply such a promising automated technique to a problem with no general solution at hand.

On the other hand, the guidance and flight control is not a totally unstudied area where no convincing guesses can be made and where no parallels with the existing solutions are possible. This fact allows to watch, understand and guide, to a certain extent, the process of evolution. It also enables to optimise the EA for the purposes of control design.

The latter is especially useful because there are still very little research done on artificial evolution of structures and controllers in particular. An overwhelming majority of EA applications is concerned with numeric optimisation. A few proponents of a more advanced
use (e.g. Koza [124], De Jong [53]) are keen to show the real scope of possible applications, including controller design. However, many of their examples are rather theoretical and illustrative. It is therefore the second motive under the use of EAs in this study: to show the usefulness and capability of this still relatively new technique as a tool to solve a practical real-world task. This contribution is particularly important for the EA community as the EAs are essentially stochastic methods with relatively little analytical support, and the subsequent works more often than not are based on the successful examples of the preceding applications.

1.3 The contribution of this thesis

The contribution of this thesis is twofold. It contains a contribution in the UAV field and a contribution in the evolutionary computation field. However, the major outcome of this thesis is creation of a methodology which integrates both the evolutionary techniques and the areas of flight control and guidance. This methodology allows to synthesise highly optimal control and guidance laws given a defined control task and the system models.

Conceptual analysis of the Evolutionary Algorithms (EAs) theory included in this thesis enabled to develop an approach to the adaptation of EA techniques for control design problems. A strong motivation behind this research is the necessity to minimise the search space in order to reduce computational requirements and allow the solutions to evolve within a sensible time. The Evolutionary Design algorithm developed as a result of this research combines the power of Evolutionary Strategies and Genetic Programming, enabling automatic evolution of both the structure and parameters of the control laws.

Evolutionary Design (ED) extensively uses simulation models which are developed within this body of work to simulate the UAV recovery scenario. The simulation environment includes a nonlinear six-degree-of-freedom UAV model, a ship motion model, a model of the atmosphere and a model of a flexible cable. The atmospheric model, in turn, includes the models of disturbances, particularly the turbulence model, the gust model and the ship air-wake model. The latter is a novel model developed specifically for the UAV recovery scenario.

ED is applied to produce a recovery controller for a small fixed-wing UAV as a design example of the methodology. A comprehensive testing procedure is used to verify the obtained controllers in terms of both robustness and performance. Simulation results demonstrate excellent robustness and high performance of the controller, which proves validity of the developed methodology.

This ED algorithm is a contribution to both the EA and control communities. It is believed that with proper modification of the control laws representation it can be employed to
solve a wide range of control problems. At the same time, it demonstrates an approach which can be used to solve creative problems with limited computational resources.

The Cable Hook recovery method proposed in this work contributes to the UAV community. Simulation of the recovery scenario with the controller developed by the ED methodology shows a great potential of this technique. Although this method needs further development, together with the ED methodology it offers a comprehensive solution to the autonomous shipboard UAV recovery problem.

1.4 Thesis outline

The thesis is divided into 7 main chapters, including the Introduction and Conclusion. The content of these chapters will be briefly outlined here; however, the reader is referred to the opening sections of each chapter for comprehensive details.

In Chapters 2 to 5 the background of the UAV recovery, simulation, Evolutionary Algorithms and control design is presented. This prepares grounds for the development of the Evolutionary Design algorithm and for the recovery controller synthesis, which take place in Chapters 5 and 6.

Chapter 2: UAV Recovery Problem introduces the UAV recovery problem. It states objectives of recovery and analyses the factors that influence the recovery process. A review of the existing recovery techniques is then given, with the analysis of their applicability, advantages and shortcomings. The Cable Hook recovery method is introduced. This is followed by preliminary engineering analysis and specification of the method, including the approach procedure and the equipment used. The problem of local positioning is discussed and a solution is suggested.

Chapter 3: Simulation Models provides details on both the theoretical development and specific features of the simulation models used within this research. Presented in this chapter are dynamic models of a UAV, a ship, the atmosphere and a flexible cable. The atmospheric model includes the models of steady wind, turbulence, gusts and ship airwake. The cable model is supplemented by a simplified static model for efficient computation. In addition, the shipboard recovery gear is specified and the amplitudes of its motion are analysed using the ship model.

Chapter 4: Evolutionary Algorithms presents the background on Evolutionary Algorithms which is used later in the development of the control design methodology that is the result of this research. This includes the introduction to EAs, discussions of their key elements such as genome representation, selection and genetic operators, and the discussion on the underlying theoretical background. Four major branches of EAs relevant to this work are de-
scribed and their specific features are discussed. A particular attention is given to Evolutionary Strategies and Genetic Programming.

Chapter 5: Controller Design includes two major topics. The first is the analysis of control required for the shipboard UAV recovery method proposed in Chapter 2. Existing control methods and control design techniques are outlined. Current methods of guidance and control in the relevant tasks, such as conventional landing and homing guidance, are considered. Based on this, a general framework of the UAV control system is designed. The second topic is compilation of the Evolutionary Design methodology which can be used to synthesise the control laws for this control system. The core of this technique is a specially tailored evolutionary algorithm, which simultaneously evolves both the structure and the parameters of a set of control laws. The algorithm specification is accompanied by the descriptions of the internal control laws representation and fitness evaluation procedure. Simulation environment used for fitness evaluation of the UAV controllers is also presented.

Chapter 6: Controller Synthesis and Testing demonstrates the application of the Evolutionary Design methodology. The chapter starts from five-step controller synthesis, with discussions of intermediate results. The synthesis ends with a discussion of several issues that may arise when implementing the obtained controller within a physical system. The controller is then tested comprehensively for both robustness and performance. Sensitivity of the controller to perturbations in various modelling variables is analysed. Finally, the controller is tested across the whole range of operational conditions and the operational envelope is obtained.

Chapter 7: Conclusions discusses some of the key results of the research. This discussion includes a brief critique of the design methodology and the produced solution, with some limitations revealed. In the end, the areas requiring further work and possible areas of future research are identified.
Chapter 2. UAV Recovery Problem

The first stage of the design process involves identification of the issues associated with the recovery of a small fixed-wing UAV on a ship deck. Once these issues have been identified, decisions can be made regarding a suitable recovery technique, appropriate control methods and key design parameters. Since shipboard UAV operation have a considerable history by this time, relevant current experience has to be studied.

The chapter begins with stating the objectives of UAV recovery. The operational environment, tactical requirements and limitations are analysed and the task is formulated. A review and analysis of the existing recovery techniques is then made. Based on this study, a novel method of recovery is proposed and design parameters are identified.

2.1 Objectives of UAV shipboard recovery

Recovery is the final stage of the flight. Throughout all aviation history, landing and especially shipboard landing was regarded as one of the most difficult and dangerous flight phases. For a pilotless aircraft however, the danger associated with landing is usually less intense; the necessity of recovery is predominantly cost-driven. In some circumstances, even expendable design may be preferable. Nevertheless, the primary goal of recovery is to be able to reuse the aircraft in subsequent missions and in some cases, to collect the data gained during the current flight which could not be received on-line. Hence, the prime objective of UAV shipboard recovery can be formulated as to provide an effective, reliable and safe transition from normal flight to stationery position onboard the ship whilst maintaining the integrity and operability of the UAV.

Solving this problem is an enormous engineering work on its own. However, no matter which recovery technique is chosen, efficiency of the whole system is the first thing to consider. In a broad sense, it can be expressed as a cost minimisation procedure, which includes not only direct and indirect expenses, but also risks, time and labour requirements, and potential limitations. Some of the components of this cost are the cost of necessary equipment, such as deck installations and onboard devices, reduction of the UAV and ship capabilities (for example, reduction of maximum payload due to additional onboard equipment), and the cost of engineering works, including development, installation and testing. Operational costs are no less important; they arise not only directly from running the operation and maintenance but also indirectly from the constraints imposed on the ship during the operation. The latter may be of the utmost importance, especially for military use. For example, restricting the operation to calm weather may render the whole mission unsuccessful, should weather become worse.
than required. Furthermore, risks for personnel and equipment also greatly affects the efficiency of the recovery system. The following list reviews the aspects which should be taken into account when analysing one or another recovery method.

- **Amount of required onboard equipment and ship installations.** Clearly, some sort of landing gear is a necessity. Even such a simple method as skid landing requires a valuable space to land on. Other methods may require very specific devices, which must be integrated into the ship (or UAV) structure. This includes not only the tools directly engaged in recovery, such as various arresting gears, but also additional sensors, controls and software.

- **Limitations to ship and UAV configuration.** In the same manner as current piloted flight operations shape the aircraft carriers, UAV integration aboard a ship will have a great impact on the design of both aircraft and vessels (see, for example, [65] for detailed analysis with relation to future aircraft carriers). More specifically, certain recovery methods may require the ship to have a large open platform on the stern (such as the helideck found on some types of naval vessels), which can hardly be ‘added’ as an upgrade but has to be integrated into the design from the beginning. From the UAV side, the aircraft may be restricted to pusher-prop configuration (e.g. for net recovery) or, the other way round, mission-specific sensors layout (particularly nose and underside mounted) may limit the options for recovery.

- **Amount of manual operations required.** Many UAVs, still in service, require manual remote control during launch and recovery phases, especially in relatively difficult environmental conditions. This requires specifically trained (and thus expensive) operators. However, even fully autonomous recovery may involve a significant amount of manual operations, such as disengaging the UAV from arresting gear, checking and reloading recovery devices (e.g. parachute) etc. These operations not only entail additional costs, but also increase turn-around time.

- **Turn-around time.** In the context of recovery, this is the time in which the recovery facilities become available for operation after a successful landing. The time may be different for the shipboard equipment and for the UAV itself. The former becomes more important as multiple UAVs are going to be operated simultaneously.

- **Potential weather limitations.** Open sea weather conditions are probably the most tremendous challenge for any recovery procedure. However, some recovery methods are inherently more susceptible to weather than others. For example, a requirement to place the recovery facilities on the stern (or the bow) of the ship invariably increases the amount of oscillations to deal with in wavy conditions. Certain methods may depend on some factors far greater than on the others, which
sometimes may give tactical advantage (or disadvantage). For instance, controllable ditching is less dependent on wind (as free choice of landing direction is possible) and does not depend on ship motion at all, but may be highly dependent on height of waves and even their shape.

- **Impact on ship transit and operational performance.** During recovery, the ship may be required to keep a certain position, speed and/or heading. Keeping a headwind direction is a common requirement to aircraft carriers during flight operations. This reduces the impact speed and helps to maintain consistent parameters from flight to flight. Meanwhile, studies (e.g. [177]) show that flight operations where the ship needs alignment with prevailing wind conditions drastically reduce the transit performance of the ship. Optimal planning of the flight operations becomes a serious problem on its own. In the case of a small UAV, the issue becomes even more pronounced: the cost of losing the transit performance may override the cost of UAV itself. Moreover, while flight operations on a carrier usually involve many aircraft and are carefully planned, UAVs are often operated sporadically (or this may be a desired capability). Aligning a 4,000 ton ship with the wind to recover a single UAV and then returning to the previous course may be considered as too high a price. Therefore, reliance on the ship speed and position should be minimised. However, this may be a weather-dependent attribute: in harsh weather conditions, tougher limits may apply.

- **Possible hazards for ship structures and personnel and consequences in the case of failure.** The possibility of a mishap during any stages of recovery must be envisaged. Even though the UAV itself may be considered expendable to some extent, it may cause severe damage to the ship and its personnel. Not all methods allow go-around at all stages of final approach. Moreover, even with normal procedure, a significant amount of manual operations may endanger the crew while in battle mission or in poor weather.

For the UAVs in current or past service, the above factors could be analysed on the basis of actual service records and experience. However, not many suitable recovery techniques have seen wide application; most of them have not proceeded beyond trial phase. Like with any new concepts, theoretical engineering analysis is the only option in such cases.

In the next two sections, the current state of the problem is discussed. First, the environmental factors affecting recovery are described. Then a survey of the existing known techniques is given. Based on this review, a new recovery method will be proposed in further sections.
2.2 The environment

This section is intended only to describe the important environmental factors and their potential influence on the recovery process. Their specific properties will be analysed in greater detail in the next chapter, where the models of the respective natural phenomena are designed. However, understanding the effects of the environment is crucial in analysis of existing and future recovery methods.

2.2.1 Atmosphere

Atmosphere is usually considered in the contexts of air properties and its motion. The air properties that have considerable effect on (primarily) UAV operations are temperature, air density, air pressure and humidity. Climatic factors such as precipitation also affect flight operations. All these factors change with aircraft position and altitude, as well as with time. However, recovery is more often than not a relatively quick procedure carried out at low altitudes (moreover, at sea it is an absolute, or ‘above mean sea level’ (MSL), altitude). Therefore, the dynamic changes of any of the above parameters are small and usually may be neglected.

The influence of the above air properties is generally aircraft specific (or is more or less common for all aircraft, e.g. air density) and not recovery method specific. Nevertheless, they may have indirect yet strong consequences on recovery. Some examples are:

- High temperatures and humidity, having adverse effect on power, disadvantage the methods that highly rely on power plant (in particular, VTOL aircraft).
- Rain, though being difficult for most small UAVs, may particularly hamper the recovery relying on friction, for example, skid or conventional runway landing.
- Icing conditions, which contribute to ice build-up on the wing, may be especially harmful if the UAV is recovered at near-stall or post-stall angles of attack.

To facilitate comparison and to maintain consistency, the reference data are usually obtained in (or re-calculated in accordance with) the reference atmospheric conditions. The standard atmosphere model [1] prescribes the values of air density, temperature, pressure and other parameters at different altitudes. This model is used in this study. If a particular recovery method being designed is believed to have potential difficulties in certain conditions and the appropriate data are available (e.g. engine characteristics at high air temperatures), the tests should be performed for these conditions as well.

2.2.1.1 Wind

Wind and, in general, atmosphere motion have an immense effect on UAV behaviour and hence on the recovery. Ships are affected by wind too; however, direct influence is con-
sidered to be negligible (unless it is a sailing ship) and the primary source of ship oscillations is assumed to be the waves (of which wind is the major cause).

Atmospheric motion is usually divided into constant flow (for the time scale considered), or steady wind, and random motion, such as turbulence and gusts. These motions are closely related (as a rule, the greater the steady wind, the more gusts and turbulence). However, significant turbulence may exist even without steady wind, particularly where non-uniform heat transfer is present—for example, during morning hours and in clouds.

Steady wind may be used to the benefit of recovery the same way as nearly any aircraft use it, taking off and landing upwind. This reduces the impact speed because it allows to maintain the required safe airspeed while reducing the ground speed. The ship’s own drive can further reduce the impact speed. However, as said above, the requirement to align the vessel with the wind represents a significant performance downgrade for the ship and should be avoided. Thus, any wind direction should be expected during recovery. In these circumstances, those recovery techniques will have an advantage which are either resistant or robust to wind direction, or which offer the possibility to approach the ship from different directions.

Strictly speaking, wind direction is a 3D vector. However, significant vertical flows such as thermals may be neglected for shipboard recovery, which happens at very low altitudes, above a relatively flat area (this does not include vertical components of turbulence and gusts, which may be present). By convention, wind direction is often denoted as the heading to the ‘origin’ of the wind, which is opposite to the average velocity vector of air particles.

Apart from direction, steady wind has only one complementary parameter: magnitude (or speed). Wind speed is closely related to other environmental factors, particularly sea wave (see Section 2.2.2 below). Therefore, wind magnitude can be expressed in terms of Sea State. For example, sea state 6 corresponds to ‘standard’ (or design) wind speed of 30 knots (15 m/s) (according to [2], see also Section 3.3.1 for details). It should be noted that both wind direction and speed change with altitude, although altitude changes during recovery are usually fairly small so these variations do not pose a noticeable problem.

### 2.2.1.2 Turbulence and gusts

Turbulence and gusts are one of the most adversely contributing factors for recovery. Primarily, they affect the UAV and result in constantly changing random displacement of the flight path and aircraft attitude, as well as of the velocity and acceleration vectors. Operation at a high level of turbulence not only requires an increased tolerance to UAV position at the moment of landing, but also greatly increases the chances of exceeding operational aerial angles (angle of attack and sideslip), thus leading to necessity of higher safety margins for these angles.
There are two general ways to reduce the impact of turbulence on recovery. The first one is associated with UAV design, which includes both airframe and control system improvements. However, this often imposes undesirable and conflicting requirements to the UAV. For example, susceptibility to the turbulence may be reduced by increasing wing loading—with all associated problems such as increase of airspeed and downgrade of take-off and manoeuvring performance. Control system improvement is limited and usually already exhausted because flight path stabilisation is an actual problem for all stages of flight. Nevertheless, some innovative UAV designs are aimed particularly at turbulence rejection. They will be described later during the methods review.

Another way is employing a recovery method which allows greater tolerance to the flight path. Unfortunately, this almost unavoidably leads to use of larger capture facilities (nets, cables, etc.) Controllable ditching (or a hydroplane UAV configuration) somewhat circumvents this problem but requires further recovery from water.

On the positive side is that the turbulence over such a fairly flat and smooth surface as sea (compared to typical terrain) is more or less predictable and regular. It is well studied and easily simulated (see Section 3.2.2). However, the ship (and any nearby objects) may deliver a significant amount of additional turbulence which needs to be taken into account.

### 2.2.1.3 Ship airwake

One of the problems associated with ship airwake is that it is not just an added amount of turbulence. The air flow about a ship is of a low speed nature and is inherently unsteady [136]; it is also significantly affected by the ship’s periodic motion [211]. Unfortunately, there is little published data suitable to build a generic model of ship airwake. The majority of research on this topic is performed with helicopter-on-deck scenarios in mind and are valid in a very limited area or at a single point (e.g. [91, 144]). This is insufficient for recovery where a large region of the airwake may be traversed.

The military standard MIL-F-8785C [5] includes a statistical model of airwake that describes its properties along a large portion of the approach flight path. However, it is designed for standard operations of piloted aircraft on aircraft carriers. Nevertheless, with the help of the studies of wind flow around buildings (such as [135, 160]) it can be generalised to some extent that allows simulation of the effects of airwake when approaching the ship from different directions. See Section 3.2.4 for further details.

From the point of view of recovery, the adverse effects of ship airwake can only be avoided if approach is made from the upwind direction (with respect to the ship) or from the side or when the UAV is captured far from the ship, as in the cases of ditching and kite parasail recovery (Section 2.3.3.3). This is an unfortunate condition, because it results in higher
impact speed and/or strong side wind. Nevertheless, recovery methods that are able to avoid the airwake can be more reliable due to lesser exposure to random and unsteady conditions. It is also important that they can be more realistically simulated, considering the current state of airwake models.

### 2.2.2 Sea and ship motion

Unlike atmospheric influences, the periodic ship motion due to the effect of sea waves is a specific problem of maritime operations. Wind plays the major role in producing waves, although they can also be generated from ocean currents, gravitational and tidal forces and geological phenomena such as earthquakes. The typical environmental conditions, including wave amplitudes and wind speed, are grouped into several Sea States (see Table 3.2). The general field that studies the dynamics of ocean (sea) vessels is known as seakeeping.

The problems with recovery arise from the fact that ship represents a constantly moving platform which is difficult to aim at. Moreover, even at the moment of successful capture, added linear velocity of the deck (or recovery devices) due to ship angular motion may represent a significant threat for the aircraft.

Although wave motion is highly periodic (see Section 3.3.1), real-time prediction of the actual position of the ship is a difficult problem. To date, only few seconds prediction (up to 3–4 s) is possible with adequate precision [167, 192, 229]. If a better prediction was possible, it could be used for aiming at a specified point on the ship instead of constant tracking of that point, and the problem of ship motion could largely be avoided. However, as ship motion prediction is far out of the scope of this research, it is assumed that the random component of ship position is unpredictable for the UAV.

Ship motion can be simulated using recorded statistical data of the motion of a real ship. Such statistical methods are commonly employed when generating simulated ship motions, because an analytic description of ship motion as a function of wave motion is still an open problem and is of little use [99]. See Section 3.3 for details.

### 2.3 Recovery methods review

There is a vast number of methods proposed or being developed for recovery of fixed-wing UAVs. Being not constrained by a human air crew and usually possessing a stronger airframe (with respect to the size, especially for small aircraft) as compared to their piloted counterparts, UAVs can adopt more ‘extreme’ ways of ‘landing’. This significantly increases the number of available options.
2.3.1 Conventional runway landing

This method is an obvious option, taking into account huge experience in land-based aircraft (both unmanned and piloted types) and aircraft carriers. Yet an obvious drawback is a requirement of a relatively large flat open deck used as a runway. Some sort of arresting gear, like a tailhook and arresting wires utilised on aircraft carriers, is often a necessity as well. Even though the approach speed of a small UAV can be sufficiently lower than that of a typical piloted aircraft and thus the arresting gear may be unnecessary to stop the aircraft, it may still need to be captured in order to prevent it from being blown out from the deck in windy and wavy conditions.

Tough tolerance to the landing path is another limitation. For example, with a 5 degree glideslope $\Theta_{gs}$, an altitude allowance of 1 m requires $1/\tan(\Theta_{gs}) \approx 11.5$ m of deck length. Meanwhile, ship oscillations alone may exceed this figure (1 m) even in relatively mild conditions. Furthermore, the glideslope must be greater than the allowed angular amplitude of deck oscillations (in the direction of approach), otherwise touchdown will be impossible at the moments when the slope of the deck is greater than the glideslope (Fig. 2.1b). A too low approach is fatal because the UAV can hit the ramp (Fig. 2.1a). For this reason, the approach path should be planned so that there is an appropriate altitude margin at the moment of crossing the ramp even in the worst case, when the ramp is at its highest position (Fig. 2.1c). This means that a lengthy deck should be allocated only to absorb the variance in touchdown positions due to ship oscillations, let alone landing run distance. A steep glidepath angle may be a problem to the UAV as well, firstly because of a higher vertical speed and thus greater stress on the airframe (landing gear) on touchdown, and secondly because of potential difficulties to maintain a low approach speed at high dive angles without special air braking devices. These problems could be largely eliminated if the deck position at the moment of touchdown was known in advance. However, as noted in Section 2.2.2, this is considered to be unfeasible in this study.

Another disadvantage of this method is tight constraints to approach directions. Considering that a significant deck length is required, approach can be made only along the deck. Even if the deck width were adequate, landing from the side would be more complicated due

![Fig. 2.1 The relationship between glideslope and ship pitch amplitude (not to scale)](image-url)
to much greater roll amplitude of the ship as compared to pitch amplitude, see Table 3.3 in Chapter 3. Typically, the approach is made from the stern side, because it allows to use the ship’s own speed to reduce the impact velocity. However, this requires the UAV to traverse ship airwake, except in a strong side or tailwind. In addition, enabling approach from the opposite direction requires an open through deck or two landing decks, which is an exigent demand to the ship design.

On the positive side of this method is a great deal of experience, gained during almost a hundred years of piloted flights from the ships. Many hidden problems, which are inevitable in any new design or method, have already been discovered; design schools are established. A technical advantage is the relative simplicity of arresting gears, both on the aircraft (conventional, though reinforced, landing gear and a simple arresting hook) and on the ship (arresting wires). Nevertheless, a precise electronic positioning system such as the Automatic Carrier Landing System (ACLS) used for piloted aircraft on air carriers is needed. However, it is required for nearly all methods.

Considering the above, conventional landing may be used primarily on large ships, which can allocate a large deck for flight operation and which are less sensitive to waves due to high mass and size. Several large UAVs such as Predator have been successfully operated from aircraft carriers. A few attempts to produce a fixed-wing UAV capable to land conventionally on a helicopter-deck-size area were generally unsuccessful. One of these attempts was the Alliant Techsystems’ Outrider which, among other flaws, was unable to achieve the required landing capabilities despite a special design of the tandem wings [8].

### 2.3.2 Recovery net

Historically, the first practicable and widely used solution of shipboard recovery of a fixed-wing UAV was capturing by an elastic net. This method has been employed for the USN RQ-2 Pioneer UAV, first deployed in 1986 aboard the battleship USS Iowa. The recovery net is usually stretched above the stern of the ship and the aircraft is flown directly into the net. After successful capture of the UAV, the net is lowered to the deck and the UAV is
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removed from the net manually (Fig. 2.2).

This technique is one of the simplest one can imagine. Indeed, the deck installations are simple and despite the large size of the net itself, require little deck space and can be deployed and uninstalled on demand. The UAV does not need landing gear at all and is not required to perform special manoeuvres, such as flare-up or any other transition stages. It does not even need to hold the decent rate very precisely as required for conventional runway landing, it only has to keep the approach speed as low as possible. Therefore, from the engineer’s point of view, the main task in implementing this technique is to build a controller that would be capable to fly the UAV into a relatively large central area of the recovery net with the lowest possible speed.

However, the largest operational (non-combat) losses of the Pioneer UAVs were associated with improper recovery. During flight tests in 1986, four Pioneers were lost, three of them during recovery [152]. About the same loss rate persisted during the actual operations in Desert Storm. The source [7] contains comprehensive statistics of various UAV losses, which may provide some insight in actual operational problems. On the other hand, the Pioneer was a Remotely Piloted Vehicle (RPV), not a fully autonomous UAV. Landing was particularly difficult because operators were attempting to fly the Pioneer into a target at a precise air-speed, altitude and angle of attack, without benefit of the visual, tactile, aural cues available to conventional pilots. After introducing the Unmanned Common Automatic Recovery System (UCARS) in 1996 (see Section 2.4.3.4.2), Pioneer has successfully completed the autonomous recovery flight tests in various environmental conditions [171]. Furthermore, many problems during shipboard deployments were experienced due to the fact that Pioneer was not designed for this operation, but instead adapted to shipboard use after design.\(^1\)

Nevertheless, even a perfect approach does not guarantee a faultless recovery. Such an extreme method of capture is quite stressful for the aircraft. Approach speeds remain fairly high, and the recovery net often rips off the propeller, antennas and even wing upon landing. This fact not only incurs the cost of repairs, but also affects turn-around time and operational readiness of the unit. Such a high risk of damage to the UAV seems to be inherent to the net recovery systems, unless the approach speed of the UAV is reduced dramatically.

Net assisted recovery as such does not limit the approach direction as strictly as conventional landing does (Section 2.3.1). However, the net can hardly be reallocated in real time due to its size. For this reason, only one preferred direction remains (typically from the stern). Moreover, intuitively, chances of damage to the UAV rise if the aircraft is flown into the net with a sufficient sideways velocity component or non-zero sideslip. This jeopardizes recovery

---

\(^1\) Pioneer UAV has been developed by Israeli manufacturer IAI Malat and acquired by the U.S. in light of the success of Pioneer’s predecessor Scout in Lebanon operation in 1982.
in strong side winds and thus deters from positioning the net along the deck, which could allow approach from both sides. In any case, two fixed directions instead of one probably do not justify such rearrangement, bearing in mind that it eliminates the benefit of using the ship speed.

There are several other limitations of this method which should be taken into account. One of them is difficulty to go around if the net is missed. If the deck is not open in the direction of flight (and in the case of a helicopter deck it is usually not), there are high chances that the UAV will crash into the ship superstructures, especially if the UAV overflies the net (too high approach). Too low approach is fatal for the same reasons as for conventional landing (Fig. 2.1a). After a certain point on the flight path (the decision point) either crash or successful recovery becomes unavoidable, without an opportunity for another try.

Another important consideration is limitations to UAV aerodynamic configuration. This method restricts using a conventional tractor propeller, because either it will cut the net or the net will break the blades. It can still be used if the engine is shut before the impact (a sufficient time in advance to stop the propeller) and the propeller is equipped with folding blades—which may be too much of a compromise. Fortunately, most of the current UAVs are designed in pusher-prop configuration to allocate the payload (such as optical sensors) in the nose.

Finally, the amount of manual operations is high and they can hardly be mechanised.

As a conclusion, net assisted recovery is simple and can be effective if damage to the UAV can be avoided. Thus, it is more suitable for light and ultra-light UAVs, which are typically stronger relative to their mass. One of the examples of such UAVs is Sea-ALL (Sea Airborne Lead Line) UAV [210], a 2.5 kg hand launched short range reconnaissance UAV first deployed in 2001. It is a naval derivative of AeroVironment’s Dragon Eye UAV with net assisted recovery aboard a ship.

**2.3.3 Parachute systems**

An inherent problem of the fixed-wing UAVs is a relatively high minimum airspeed required to maintain controllable flight. One of the contributing factors here is limited wing lift capacity at low speed. It can be aided or even replaced with various parachute systems. These systems are widely used for ground-based UAV recovery, hence significant experience in parachute recovery has been gained. Many ground-based UAVs with conventional runway landing have parachute recovery as an emergency recovery method.

A common advantage of parachutes is reasonably low weight and small volume when packed. Their cost is also relatively small, so that, in some cases, the canopies can be expendable after a single use. Amongst general drawbacks is that although parachute can be easily
deployed, it cannot be automatically packed back in flight if needed (and even on the ground it remains a manual job). Therefore, after deployment, the flight must rely on the parachute; not all errors may be corrected at this stage. Another shortcoming is generally high susceptibility to wind.

### 2.3.3.1 Uncontrollable parachute systems

Uncontrollable systems usually feature a non-guided drag-only round or cruciform parachute. They are designed for steady vertical or nearly vertical descent (in no wind conditions). Apart from simplicity, their advantages are more stable and straightforward deployment and lower opening force as compared to parafoils (see Section 2.3.3.2). On the other hand, the UAV is completely uncontrollable during descent, being subject to wind turbulence and other uncertainties.

Among the UAVs with this type of recovery are British Phoenix and Observer [225, 226], Italian Mirach 100, Greek 3-Sigma and U.S. Exdrone. Israeli Ranger, Hunter, the U.S. Predator and several other UAVs use parachutes as an emergency recovery method.

Current experience with ground-based UAVs with uncontrollable parachute recovery shows that landing deviation of the order of 10–20 m can be achieved [226]. The parachute deploys at a level of 50–200 m above the ground, with every effort being made to keep this figure as low as possible to improve landing accuracy. The main reason for this is the amount of uncertainties that have an effect on the UAV during descent. There are several factors that affect the accuracy of landing.

An apparent reason of deviation is the wind. Set aside unpredictable turbulence and gusts, even steady wind becomes a substantial problem. A wind estimation error of only 1 m/s will result in a position difference of 15–20 m on the ground after a descent from 70–100 m (assuming a typical descent rate of 4–5 m/s). Therefore, a vitally important component of any parachute recovery system is the wind estimation sub-system, which estimates the prevailing trend in wind speed and direction. It determines the point of parachute deployment, after which there is no chance (for an uncontrollable parachute) to correct any error.

Wind estimation is based on two major elements: wind measurements on the current flight level and the model that estimates the actual wind at the lower levels, which the UAV will traverse during descent.

Wind may be measured onboard the vehicle in a variety of ways. Generally, the wind speed vector can be
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obtained by subtracting airspeed from ground speed. Assuming co-ordinated level flight, this may be done using onboard airspeed measurements, body yaw angle and GPS-derived ground track information. The data is often averaged and filtered to obtain a more reliable estimate [226].

The environment model takes into account that surface friction has the dominant effect on wind speed at low altitudes. For this reason, wind speed falls near the ground, and this fall highly depends on the type of surface: plain, sea, forest, etc. Sea operations have a benefit here as the sea surface is fairly even, thus the wind speed distribution with altitude is more predictable. However, wind speed itself is usually greater over the open sea, which requires better relative accuracy of estimation. Secondly, ship airwake problems arise when the UAV gets closer to the ship, dramatically changing wind speed, direction and turbulence. Although these changes affect the descending UAV for only the last 3–5 seconds, it is enough to produce an unacceptable position error of some 5–20 m. Therefore, the model must take the airwake into account, which is, as discussed in Section 2.2.1.3, very problematic and requires additional investigation.

It should be noted that in the maritime context, recovery must be provided on a moving vessel. Therefore, the UAV, in addition, must estimate the future position of the ship at the moment of landing. While the requirement to the ship to maintain its course and speed during recovery is deemed to be reasonable and thus such estimation does not represent any difficulties (ignoring the periodic component), there is a potential problem of collision of the descending and uncontrollable UAV with the ship superstructures. For example, in no wind conditions (and therefore with vertical descent), with a considerable ship drive and the target landing point on the helideck at the stern, the UAV should deploy its parachute right ahead of the ship so that at the moment of touchdown the helideck would be right beneath the aircraft. However, during descent, the UAV will collide with the ship superstructures that are higher than the deck as the ship moves forward. Unfortunately, this problem cannot be solved without requiring the ship to stop or to change its path. A possible solution could be to provide the deck for recovery at the highest point of the ship or use a deck which is open from nearly all directions (such as the flight deck of the aircraft carriers), which seems to be unfeasible and unreasonable.

Another important subsystem that should be mentioned is the parachute discard mechanism. It is necessary to prevent the UAV from being dragged or overturned on the ground (or on the deck) after the vehicle has landed. Simple passive mechanisms acting upon cord tension sometimes fail to operate in high wind conditions. Meanwhile, more reliable active systems require an actuator and a sensor, which makes the whole system more complex.
A typical descent rate provided by a parachute is about 4 to 5 m/s [226]. This rate is determined by the canopy shape and loading (total weight to area ratio). The parachute can be designed for any required descent rate (for a given weight); however, the chosen rate cannot be changed during the flight without a special control system (such systems are discussed in the following sections). Therefore, choosing a descent rate is a compromise. On the one hand, a higher rate is desirable because it provides less exposure and sensitivity to wind and turbulence, allowing better landing accuracy. On the other hand, the kinetic energy of the descending UAV must be absorbed at the touchdown safely for the airframe, which becomes more difficult for higher rates. For this reason, most parachute recovered UAVs are equipped with some sort of impact attenuation system in order to cushion the vehicle as it hits the ground. Impact attenuators commonly used on UAVs are inflatable airbags and crushable foam or paper devices. Apart from impact deceleration within given limits, impact attenuators should cope with different directions of impact, as the horizontal velocity component may be even greater than the vertical one.

For possible shipboard operations, the onboard impact attenuator can be replaced with a shipboard capturing device such as a horizontal elastic net, if adequate landing accuracy is provided. This could give sufficient weight and internal volume benefits to the UAV.

In view of all these problems, the only feasible application of uncontrollable parachute systems for maritime use is ditching the UAV near the ship. This eliminates the issues of accuracy and impact attenuation, making the system truly simple. However, the problems of UAV buoyancy and water protection must be solved. Another important question that arises is recovery of the UAV from water. No matter how it is done—using a boat or a helicopter—it is a labour-intensive manual operation with high turn-around time. Currently, this method of recovery is employed primarily for target drones and similar military UAVs such as the Kakaka UAV used by the Australian Navy and Air Force for crew training and weapons system performance evaluations. Some early and expensive UAVs, such as Teledyne-Ryan BQM-34 Firebee target drone, allowed a more complicated final recovery technique. After deploying a round parachute, they could be grabbed in-flight by a helicopter. Obviously, this is not a perfect solution for small UAVs.

### 2.3.3.2 Gliding parachutes

Although drag-only parachutes can have a limited degree of control through the special slats, this is not enough to cope with wind gusts and to provide necessary landing accuracy. The vehicle’s own aerodynamic surfaces are inefficient due to low airspeed. The only practicable solution is a gliding parachute.
A parafoil canopy is the most commonly used form of gliding canopies. Parafoils are usually rectangular or elliptical in planform, two-skinned and form an airfoil cross-section when inflated with ram air. Glide ratios in excess of 3:1 can be achieved. Parafoils can be controlled by deforming the trailing edge, using pull-down brake lines. Application of asymmetric deformation results in turn rates, while symmetric control produces a dynamic flare manoeuvre, significantly decreasing forward speed and sink rate for a limited time [134, 226].

This flare manoeuvre is particularly useful as it can provide a soft landing without an impact attenuator. However, shipboard operations are more demanding in this aspect, because the motion of the deck due to the sea waves can add up to 2–3 m/s to the impact speed. Therefore, some sort of capturing device or even an impact attenuator may be necessary for the same reasons as discussed in the previous section.

A parafoil-assisted flight can be either powered or unpowered. In unpowered implementation, the UAV shuts down the engine before deployment of the parafoil, similar to the parachute systems described before. Because a parafoil has a limited ability to guide the vehicle, the point of canopy deployment should be calculated carefully. Such a system may help to correct only a limited range of errors caused by gusts, inaccurate wind estimation and other uncertainties. Therefore, a fairly accurate wind estimation is important.

Powered flight on parafoil gives a clear advantage of full flight control and even the ability to go around if the approach is performed unsatisfactory [34]. However, parafoil has very low loading (as compared to wing) and generates much drag. Low area loading and low airspeed, being the purpose of using the parafoil and an advantage for landing, creates several problems. One of them, susceptibility to wind and gusts, is inherent to all parachute systems. In general, an aerial vehicle can cope with a wind speed not greater than the vehicle’s own airspeed. Otherwise the vehicle will not be able to reach any point in upwind direction. Meanwhile, even moderate wind over the sea is comparable in magnitude and can possibly exceed the parafoil glide airspeed. At the same time, increased drag from the parafoil severely limits the maximum airspeed. A technical difficulty of powered gliding is to provide enough thrust for the increased drag at such low airspeeds, whereas commonly used fixed-pitch propellers are designed for optimal cruise speed. Once again, careful calculation of the parafoil deployment point becomes necessary in high winds.

Parafoil deployment itself is another problem that requires particular attention. The parafoil canopies are made of low or non-porous fabric, because they must remain inflated to
operate as intended. For this reason, parafoil systems experience higher opening shock loads than many other canopy types. Furthermore, canopy cells inflation must be controlled and the canopy must be aligned more precisely. Because of this, parafoil deployment mechanisms tend to be more complicated, often involving some sort of reefing, multi-stage release and multi-point attachment. Deployment is further complicated by the need to protect the control-line servos from the opening loads [226]. These measures result in a time and therefore altitude consuming procedure. Another problem is to provide a seamless deployment without endangering the parafoil to be damaged by the rotating propeller, particularly for pusher-prop design.

Apparently because of such complexity, gliding parachutes have not seen such widespread use for UAV recovery as uncontrollable round or cruciform parachutes. Among those UAVs which employ parafoils for recovery are Skyeye (BAE), Eyevie (IAI Malat), Sentry (S-TEC), Poisk-1/2 (KhAI) and a few others, although for many of them parafoil recovery is optional or for emergency landing only.

### 2.3.3.3 Parasail recovery

A parasail is an application of a parafoil used as a tethered glider, very much like a kite. It may be employed in two configurations: with a shipboard or airborne parafoil.

A shipboard parasail may be used to lift various recovery devices, for example, a recovery net (see Section 2.3.2). This allows use of a large net without building massive constructions, which dramatically simplifies the approach for the UAV. A practical example is Skyhook recovery system (Section 2.3.6.1), in which parasail can be used, as an option, to lift a long recovery line.

An interesting implementation of an onboard parasail has been suggested by R. D. Greenhalgh et al (BAC Ltd.) as far back as in 1974 [85] and has been flight-tested in 1991 on the Skyeye UAV [34]. In this technique, the UAV carries a haul line and a controllable parafoil on board. The aircraft makes a powered approach on the parafoil with the haul line extended. Passing above the ship, the line captures a special pole, connected to a shipboard constant tension winch. After that, the UAV continues its flight but remains connected to the winch and behaves much like a kite. When an appropriate attitude of the UAV with respect to the ship and the wind is achieved, the UAV is gradually winched down to the deck.

Flight tests have proven good performance of this method for a wide range of wind speeds and sea states. Requirements to the size of the landing spot were quite low, comparing to direct (runway) landing on a parafoil even in low wind conditions. Moreover, the technique was partly compatible with Recovery Assist, Secure and Transit (RAST) system, widely used for helicopter recovery. Nevertheless, it remains a relatively complex, multi-stage operation
with a high turn-around time. The weight and complexity of the onboard equipment (a parafoil, its control system and a haul line with a hook) is considerable. Moreover, this method inherits all the drawbacks of parafoils discussed in the previous section.

### 2.3.3.4 Dynamic parachute deployment

This method combines a conventional approach, as for runway landing or net assisted recovery, and landing on parachute, deployed a second or two before touchdown. The aim of the method is to extend the ‘normal’ approach and to reduce the parachute-assisted flight as much as possible. This can improve landing accuracy and diminish wind susceptibility. To the author’s knowledge, such a method has not yet been used or proposed for UAV recovery. The idea comes from the ability of some aircraft to engage a brake parachute or reverse thrust at landing before touchdown and also from the deep stall landing (see Section 2.3.4) used, in particular, by free-flight aeroplane models (FAI F-1 class).

The UAV approaches the deck as usual for a fixed-wing aircraft (Fig. 2.5a, see also Section 2.3.1). The glidepath ends some 0.5–3 m above and several metres before the designated landing point, depending on the UAV mass and parachute size. Then, the aircraft stops the engine and deploys a simple unguided parachute. Initially, it acts like a brake parachute. As the forward speed decreases and the UAV starts to fall down, the parachute gradually turns upward and acts like a conventional landing parachute (Fig. 2.5b, c).

Because this stage is unsteady, it is not necessary to have a big canopy to achieve a safe sink rate. If the manoeuvre is performed precisely enough, the height to fall from will be of the order of a metre or two, which is not enough to develop a steady descent speed. Therefore, the parachute may be smaller than that required for conventional parachute recovery. However, some sort of impact attenuator will be necessary. As discussed in Section 2.3.3.1, it can be either onboard or shipboard, for example, a horizontal or inclined net, as illustrated on Fig. 2.5.

The main challenge with this technique is the accuracy requirements. While positioning requirements may be generous enough, the moment of parachute deployment must be calculated with pinpoint accuracy. A fraction of a second delay will result in
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an overshoot of several metres. This raises two major problems. First, the distance between the landing point and the UAV, as well as the relative speed between them, must be measured with extreme precision and a very high rate to determine the moment of deployment. GPS systems seem to be unsuitable here, so a dedicated tracking system must be installed. Second, the process of parachute deployment must be very quick and reliable in terms of time and stability. This undoubtedly leads to a complex pyrotechnic-assisted deployment system.

Although wind susceptibility of this method should be much lower than that of conventional parachute or parafoil recovery (due to both a smaller parachute size and shorter exposure to wind), it cannot be eradicated completely. Therefore, the wind over the landing point must be taken into account in advance, similar to conventional parachute systems. However, a principal advantage is that there is no need to predict the wind. The local wind may be constantly monitored and the data sent to the UAV via a radio uplink. This real-time data may then be used to determine the actual point of parachute deployment. Unlike the conventional descent on parachute, the region to be traversed on parachute is small and thus the last measured wind should not change significantly during descent.

From an engineering point of view, this technique is difficult for simulation and development, as often happens with unsteady transition phases. A precise dynamic model of parachute deployment must be designed; the model of the UAV at the post-stall angles of attack and sideslip may be required as well. All these models are highly specific and deserve a dedicated investigation.

### 2.3.4 Deep stall landing

A parachute is not the only option for slowing down an airborne aircraft beyond the normal flight envelope. Many aeroplanes can reach an extremely low and even zero airspeed in an unsteady dynamic manoeuvre. Such manoeuvres are often demonstrated by agile aerobatic and fighter aircraft and include Tailslide, Cobra, Hammerhead, Humpty-Bump and some others. As a rule, the aircraft cannot retain such a low airspeed and have to recover quickly from these regimes, often with significant altitude loss. However, some aircraft are able to maintain steady low-speed flight, using excess of thrust for both lift and control.

In nature, many gliding animals land in an unsteady manoeuvre which may involve stall aerodynamic angles. Most birds use wing flapping to produce additional braking force; however, sometimes they choose ‘gliding’ landing. Flying squirrels, which are unable to flap, and woodpeckers when landing on a tree trunk, use dynamic flare to lose speed.

The idea of using a similar dynamic manoeuvre for landing is being investigated for both manned and unmanned aircraft. In fact, free-flight aeroplane models (in particular, FAI F-1-A,B,&C classes) have used deep stall for forced landing for many years. A similar-sized
**FQM-151 Pointer** mini-UAV from AeroVironment employs a deep stall manoeuvre for automatic landing on a flat terrain [10]. However, these systems are unable to perform a precise ‘spot’ landing, required for shipboard recovery.

There are several possible techniques that allow achievement of a minimal speed at the moment of touchdown. Deep stall is only one of them, though investigated rather more than others. An example of recovery using this technique is shown in Fig. 2.6. At the final stage of approach, the UAV increases its angle of attack to very high, post-stall values via abrupt ‘pull-up’ elevator input. The wing partially loses its lift and increases drag, which causes the UAV to lose its speed rapidly. For a few moments, the aircraft will maintain a descent rate low enough for safe recovery. A horizontal or inclined shipboard elastic net may be used as an impact attenuator, similar to the parachute-assisted methods described before.

The actual form of the manoeuvre may vary (green and magenta paths on Fig. 2.6 are two examples) depending on aircraft characteristics, particularly wing loading, available thrust and elevator capacity. In a sense, this technique resembles dynamic parachute deployment (Section 2.3.3.4) performed without parachute.

Another method is ‘perched landing’, proposed in [46]. In this method, the UAV loses its speed in a steep ascending flare manoeuvre at normal (pre-stall) angles of attack. At the highest point of trajectory, the velocity is minimal, the UAV stalls and falls down to a prepared spot (e.g. the same elastic net, see Fig. 2.7). Theoretically, touchdown at a zero speed can be achieved. However, an
elevated and unobstructed landing spot must be provided.

One of the most problematic challenges with all these forms of manoeuvre is stability and consistency of behaviour of the UAV during this phase. At such angles of attack and speeds, the aircraft can have very limited or no controllability. Moreover, its behaviour in these conditions is generally much more complicated and less predictable than that of a parachute. The post-stall behaviour is very aircraft-specific and should be carefully investigated for each particular UAV. For example, a faint horizontal asymmetry (either aerodynamic or mass, e.g. due to displaced payload) may result in quick roll development as the stall angles are reached [40]. Therefore, such manoeuvres put strong yet not clearly defined (in terms of actual configuration) constraints on the UAV design. Another drawback is that the optimal trajectory becomes highly UAV-specific as well, which may require different approaches to the controller design. Whilst for some aircraft a simple step elevator input produces satisfactory results [46], other UAVs may require a complex continuous control—only due to their aerodynamic configuration.

Therefore, considering the lack of controllability and complexity of dynamics, the manoeuvre must be carefully pre-planned, similar to dynamic parachute deployment described in Section 2.3.3.4. This involves the vital necessity of, firstly, a comprehensive mathematical UAV model, which is valid in the post-stall region of angles of attack—for the controller design; and secondly, a real-time data of the wind over deck to make necessary adjustments before entering into the regime with limited controllability.

The situation can be improved by the means of active attitude control. They enable the UAV to have partial or even full control on the trajectory during the manoeuvre, allowing, in some cases, a steady approach at post-stall angles of attack and extremely low airspeed. However, because the UAV’s own aerodynamic control surfaces are ineffective at these speeds, either non-aerodynamic forces or some sort of jet control may be used.

Non-aerodynamic forces are limited to gyroscopic and gravitational forces. The latter can be manipulated by changing the position of centre of mass and by jettisoning spare weights. As a rule, such control is impractical for a fixed-wing aircraft. A more practical jet control can be of two general forms. The first one employs dedicated steering jet nozzles, as one can see on VTOL jets and spacecraft. Another option is propulsion thrust vectoring. This includes utilisation of the conventional control surfaces blown over with the slipstream of the propeller, as widely used by aerobatic aeroplanes. Thrust vectoring for flight control becomes more popular these years due to advances in engine technology and onboard control systems. It proved the ability to control the aircraft at the speeds below stall speed limit, as been spectacularly demonstrated by the modern super-manoeuvrable aircraft such as Su-30MKI and X-31.
Furthermore, the UAV can take advantage of the additional lift due to the vertical component of the propulsive force, which may be significant at such high pitch angles. This may further reduce the landing speed.

Being a promising technique, this recovery method has an inherent engineering problem. Although, in the simplest implementation, the UAV may carry no dedicated onboard recovery equipment (such as parachute or tailhook) other than the controller and perhaps the associated sensors, specific requirements to its flight dynamics demand that the UAV must be initially designed with such a recovery method in mind. It is rather unlikely that an existing fixed-wing UAV can seamlessly adopt this method of recovery. Even if it potentially can, a vast amount of additional investigation into post-stall dynamics of that particular UAV must be done. It is even more so if thrust vectoring or other special control methods are to be used. This makes it particularly difficult to employ the technique in this study, as it diverts the topic to the UAV design problem.

### 2.3.5 Convertible airframe

The recovery methods survey would be incomplete without mentioning the convertible aircraft. These aircraft are able to change their aerodynamic configuration in flight to provide adequate cruise and takeoff/landing capabilities. In line with the research, hovering convertible designs (i.e. essentially VTOL aircraft) will not be considered. Nevertheless, there is scope for these ideas.

The primary objective of the landing configuration is reducing the landing speed. Generally, there are three ways to achieve this objective: enhancing the wing lifting capabilities, increasing the wing area and providing an active lift by the means of dedicated or main propulsive engines.

One of the most widespread solutions for enhancing landing characteristics of the aeroplanes is wing reconfiguration. Along with the usual flaps, slats and other high-lift devices, sweep angle variation and active boundary layer control is used on some piloted aircraft. However, small UAVs, which are the focus of this research, are relatively low-speed vehicles with a not particularly wide speed range, thus their aerodynamic configuration is inherently of a low-speed nature. Boundary layer blow-off or suction requires, as a rule, a jet engine, which is rarely seen on small UAVs. There is not much room for such measures. Only simple flaps and less often, leading edge slats are commonly used on such UAVs to increase wing lift at low airspeeds. Although this helps to reduce the approach speed by some 20–50%, strictly confined areas of the shipboard landing decks usually require a more dramatic improvement.
As a possible solution to reduce the approach speed significantly, the wing area may be increased accordingly, i.e. in the order of twice the size at least. It is believed that only a soft wing design can be utilised to achieve that without severe weight penalty. It can be implemented in several different forms: foldable delta (Rogallo) wing, web-like wingtip extensions similar to the wings of a bat, etc. In a sense, additional soft wing is similar to a gliding parachute (see Section 2.3.3.2) but probably offering better controllability, greater speed range, lower wind susceptibility as well as more stable and less stressful deployment. On the other hand, the framework of the soft wings (or wing extensions), as well as the stretched skin, may be more fragile than the airframe of the UAV, thus the requirements to impact attenuation may be higher. In addition, integration of the soft wings into the UAV is more problematic than that of a parachute or parafoil.

Another branch of convertible designs represents tilt-rotor, tilt-body and free-wing concepts. They take advantage of a flexible adjustment of the direction of propulsive force with respect to wing lift so that the configuration is maximally optimal for both low and high speeds. In other words, these aircraft are able to turn an unused at low speed portion of thrust into lift while maintaining the wing at an optimal angle of attack. It is possible to use a dedicated lifting engine, however it implies a severe weight penalty.

So far, the tilt-rotor design was used entirely for S/VTOL aircraft, both piloted and unmanned: Bell’s XV-15, V-22, Eagle Eye. Nevertheless, it is believed that a simplified design with a limited degree of conversion may be used for short landing ability. On the other hand, tilt-rotor design requires a sophisticated mechanism for controlled rotation of the rotor axle (or of the whole engine set). Essentially, tilt rotor is a special case of propulsive thrust vectoring (see Section 2.3.4) with all its advantages and disadvantages: a high degree of control but complicated dynamics of the transition phase, high cost of development and strong implications on the overall UAV design.

In the context of non-VTOL aircraft, a more promising solution appears to be a mix of tilt-rotor and free-wing concepts.

Initially the free-wing concept has been developed for better gust response and stall characteristics [174]. The idea was to allow the wing to rotate freely about the spanwise hinges, which enables it to operate at a constant angle of attack with variable incidence, exactly opposite to conventional aeroplanes. A sudden increase of angle of attack, for example
due to vertical gust, causes the wing to rotate and decrease its local angle of attack back to the specified value. However, although this theoretically allows to set a narrower safety margin and use higher wing angles of attack, lift control becomes more complicated. Indeed, extending the trailing edge flaps, for instance, will inadvertently divert the whole wing to a smaller angle of attack. In fact, there is no pitch control and no way to put the classic free wing to a desired angle of attack. Only speed (via thrust) becomes the source of lift (and therefore altitude) control—the wing automatically ‘adapts’ its angle of attack to the current speed. At any rate, lift of the clean wing limits the minimum airspeed and thus the landing characteristics.

In the late 1980s, the Freewing Aerial Robotics Corp. [76] made a significant improvement to the free-wing idea. Its design mates the free-wing concept with the tilt-body, which creates vectored thrust to obtain short takeoff and landing operation. The free-wing tilt-body Manta UAV, developed jointly by Freewing and Veda Inc. (now Veridian), and the Marvel UAV, developed together with Matra BAe (now BAE Systems), are designed especially for maritime purposes [146].

The manufacturer of the Scorpion/Marvel claims that this 260-kg (MTOW) UAV is able to land on a standard helicopter deck assuming a 20 knots (10 m/s) wind over deck [77]. Therefore, ship manoeuvring may be necessary, although this is often acceptable for recovery of a larger UAV.

### 2.3.6 In-flight arresting devices

So far, all discussed recovery techniques, except for the net assisted recovery (Section 2.3.2), were concerned about reducing the approach speed so that it would be possible to land the UAV on a confined deck area. However, this is not the only solution for shipboard recovery. Another tactics focuses on the methods of capture and safe deceleration of the UAV from the normal approach speed. Of course, approach speed should always be minimised. Nevertheless, only conventional for a fixed-wing UAV means of reducing the speed such as trailing edge flaps are considered in this context.

The original idea of the in-flight capture comes from the arresting wires used on air carriers. These wires, caught by the landing aircraft, provide enough braking force to stop the aircraft within a specified distance. However, even forced deceleration requires much of the deck space. In addition, such landing requires extreme touchdown accuracy, which is difficult to achieve on a constantly moving deck (see Section 2.3.1). On the other hand, it is not neces-
sary for a pilotless vehicle to run down the deck in order to reduce speed. A UAV, especially a small UAV, can adopt more extreme methods such as in-flight capture.

One of the techniques of this type is the aforementioned net assisted recovery. However, as noted in Section 2.3.2, this capture method leaves much to be desired, particularly from the point of view of stress on the airframe. A potentially more secure way can be derived using the experience of the air carriers’ operations. To provide in-flight capture, the arresting wire should be extended outside the deck. This can be done with the help of a boom or a similar device. Unlike carriers’ systems, the external arresting wire can be either horizontal or vertical.

### 2.3.6.1 Skyhook™

The small *SeaScan* and *ScanEagle* UAVs, currently under development by The Insitu Group [212], use the company’s *Skyhook* technique, which employs a vertical suspended wire. The wire is freely suspended on a boom or is raised by a kite or a paraglider (see also Section 2.3.3.3). A self-locking hook is fixed on a wingtip of the UAV. On approach, the UAV flies directly into the wire so that the wire hits the leading edge of the one of the half-wings, slides towards the wingtip and locks itself into the hook (Fig. 2.10).

This method has been successfully flight-tested and seems to be effective for small or ultra-small UAVs. One of its advantages is simplicity. However, its performance in strong wind remains doubtful, because a freely suspended wire will do complex oscillations under the influence of wind and sea waves. Moreover, the amplitude of the tip of the high boom will be significant even in relatively mild sea. Fixing the loose end will solve the problem only partially. This is further complicated by the accuracy requirements. Apparently, the horizontal allowance is limited by the wingspan of the UAV. At the same time, the oscillations of the wire will be predominantly horizontal.

Another issue is strict requirements to the UAV design. The *Skyhook* technique requires the UAV to have a swept-back wing with a reinforced leading edge and with as long wingspan as possible. This requirement favours a tailless flying-wing design with high aspect ratio, which may not be optimal for certain applications.
2.3.6.2 Cable hook

An in-flight capture can be done with a more traditional arrangement: a horizontal arresting wire and a lowered onboard tail hook. The principal difference with the aircraft carrier systems is that the wire is stretched not on the deck, but high above or to the side of the deck using a boom, raised poles or similar facilities. Furthermore, the length of the hook is not limited by the height of the landing gear. Therefore, the hook can be implemented as a line of any appropriate length with a lock on its loose end. A longer hook gives a greater tolerance to the UAV position: the allowed vertical error is largely determined by the length of the cable-hook and the allowed horizontal error is determined by the length of the arresting wire.

An example of the recovery of this type is illustrated in Fig. 2.11. The recovery procedure may be implemented as follows. The approaching UAV extends a long cable with a self-locking hook attached. Passing above the boom, the cable slides over it and the hook catches the arresting wire. The UAV cuts off the engine. Deceleration of the aircraft can be provided in a number of ways: by an automatic onboard constant-tension winch, by a rotating damped boom itself, or by using an elastic or damped arresting wire, stretched along the boom, like that illustrated in Fig. 2.11. After successful capture, the UAV is lifted up with either onboard or shipboard winch.

To the author’s knowledge, this technique has not yet been used for UAV recovery. The closest equivalent is parasail recovery [85] (see Section 2.3.3.3), which involves capture of the shipboard winch by the line suspended from the UAV. A credit must be given to A/Prof. Cees Bil for the original idea.

This method has several advantages over all others mentioned before. Firstly, this is simplicity of approach, which arises from relatively low demands on its accuracy. Also, there
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are no unsteady transition flight stages with all associated complexity of dynamics and simulation. Moreover, the high location of the recovery boom may help to avoid a significant portion of ship airwake.

Secondly, it entails no specific requirements to the UAV design. Fitting the cable into the UAV, obviously, requires some engineering effort, especially considering the stress passed through the cable to the airframe; however, it is deemed to be not more complicated than fitting a parachute. A trailing cable seems to discourage the pusher-prop configuration because of the danger of damaging the cable by the propeller; nevertheless, it can be aided by installing a safety ring around the propeller, which can be also aerodynamically efficient.

The third advantage is safety for the ship and its personnel in the case of failure or a missed approach. If the UAV passes too high or too low, it can perform a go-around and try again.

The possibility to choose the approach direction deserves a more thorough investigation. Normally the UAV approaches the arresting wire perpendicular to it. Therefore, to attain arbitrary landing direction without making the ship change its heading, the arresting wire orientation must be adjustable. This can perhaps be most easily implemented using a cantilever boom to stretch the arresting wire, as shown in Fig. 2.11. Such a boom can be rotated to any direction (deck space permitting). At any rate, the ability to rotate will be required at least to stow the boom when it is not in use.

Nevertheless, orientating boom is not the only requirement for safe in-flight capture. A good clearance to any objects and water (ground) is required not only beneath the boom but also forward and backward (to the direction of flight), because the UAV will unavoidably swing on its cable hook during and after slowdown. It is difficult, if possible, to provide an adequate damping in this case. If the boom cannot be raised high above the deck so as to provide enough clearance (which is likely even for small UAVs, see calculations below), the only option remains is to put the boom off the board to take the benefit of the deck height above the waterline (as illustrated in Fig. 2.11). In this case, boom orientation becomes very constrained. Indeed, the boom position in Fig. 2.11 (perpendicular to the ship board) almost cannot be changed, otherwise the UAV risks hitting the ship, swinging either forward or backward after capture. As a result, with the boom arrangement shown in Fig. 2.11, only two approach directions remain feasible, which gives no advantage over many other recovery methods in this aspect.

From this point of view, a better location of the recovery boom can be found at the bow of the ship (Fig. 2.12). Potentially, it allows the choice of an approach direction up to 320 degrees, which enables the UAV to avoid undesirable wind directions (in particular, strong side and tailwind) virtually for any ship heading. In addition, a good ground (waterline)
clearance is easily obtained without a very high boom tower, because the nose tip of a ship is typically several metres above the deck level. However, this location, being far from the ship’s centre of mass, tends to oscillate significantly in high waves. On the other hand, the angular amplitude of pitch and yaw motions of a ship is usually much smaller than that of the roll motion; therefore, the random displacement of the forward pointed recovery boom located at the bow may in fact be comparable to the side location (Fig. 2.11) at the same sea state. The actual amplitudes of the boom are investigated in Section 3.4.1.

It should be pointed out however, that the front location of the recovery device has an operational disadvantage for the current frigate vessels, because the whole aviation infrastructure (the helideck, hangars, etc.) is typically located at the stern, and the UAV may need to be delivered there after recovery.

Considering all the above, the cable hook recovery method has been selected for this research. It is more thoroughly investigated in the next sections.

### 2.4 Cable Hook recovery model

In this section, a general reference model of the recovery procedure accepted for this study is described. The design requirements for the recovery system are briefly investigated as well; however, more suggestions will be given after actual testings of the model are performed, see Chapter 6. The mathematical model of the key element of the system, the onboard
cable, is developed in Chapter 3, Section 3.5. Additional analysis of the influence of sea waves is given in Section 3.4.

It should be noted that engineering design of the recovery system as such is not a part of this work, although the actual properties of the materials involved are taken into account when necessary. It is believed that the actual implementation of the system (in particular, the hook, the winch and the shipboard equipment) is feasible. Also, it should be kept in mind that the following is rather a qualitative analysis in order to build a suitable model; the exact parameters will vary with the ship and aircraft dimensions and performance and can be specified when the actual project requirements are known.

### 2.4.1 Recovery procedure

The recovery procedure consists of several distinctive stages. Not all stages are modelled in this research; for example, the pre-landing descent and manoeuvres are not considered. It is supposed that at least a slow line-of-sight data link between the UAV and the ship exists so as to feed the UAV control system with the current ship location and velocity, as well as wind speed and direction, sea state and other parameters if necessary. This is not for real-time landing control but rather to guide the UAV home after the mission completion and to communicate about the best landing strategy in current conditions (for example, approach direction and speed). A real-time data link, however, may be helpful in some circumstances.

The stages of the recovery are as follows.

1. When the UAV is in the vicinity of the ship (a few kilometres), the recovery strategy is determined on the basis of current wind over deck readings and other local conditions. The system chooses the approach corridor and determines the entry point (where the glideway starts) taking into account ship speed and UAV position.
2. The ship arms its shipboard recovery devices (extends the boom to an appropriate position and makes any other necessary adjustments). From this moment, the ship should maintain its speed and course.
3. The UAV is commanded to prepare for recovery and to descend to the specified point. Until this command is issued, the UAV should not descend below the highest possible obstruction (ship antennas, etc., about 50 m) and should circle around the designated point if it reaches the point before the command is issued. If the conditions change significantly and the current strategy becomes inappropriate or dangerous, the UAV may be commanded to go around at any stage of flight. In this case, the UAV climbs to a safe altitude and circles near the ship until new commands are received.
The ‘ready to recover’ command may be issued, if appropriate, in advance, when the UAV is on its way home. In this case, the UAV takes the quickest practicable way directly to the designated point.

4. Upon receiving the command, the UAV must reach the approach corridor entrance already in the landing configuration: flaps set to an appropriate position, the cable hook is extended to the full length, airspeed is reduced for landing, and velocity vector aligned with the glidepath. There are specified allowances for position and velocity errors at the beginning of the final approach.

5. The UAV performs the final approach. During this stage, the UAV configuration does not change. The UAV aims at a point which is optimal for the capture of the arresting wire, i.e. approximately half the vertical distance from the aircraft to the trailing hook (cable sag $h_5$) above the middle point of the arresting wire (Fig. 2.13).

6. If the final approach is performed well, the cable hook contacts the recovery boom, slides over it and locks on the arresting wire. As soon as the successful capture is detected (this can be done in a number of ways, for example, detecting a strong negative longitudinal acceleration or an increased cable tension), the UAV shuts down the engine. Further stages are provided by the shipboard equipment and crew. If the boom is missed, the UAV automatically performs a go-around as described earlier.

7. After the UAV comes to rest (to a practical degree), it is lifted up, the boom is swung so that the UAV can be reached from the deck, the cable lock is released and the UAV is removed by the crew.

From the above sequence, only stage 5 (final approach) and the choice of approach strategy (stage 1) is the area of interest of the following study. There are several reasons why the research is limited to these stages.

First of all, the final approach is the key element of the whole recovery process. If performed well, successful recovery is guaranteed (providing that the equipment does not fail). What happens before is a preparation for final approach and is made for the sake of conven-

![Fig. 2.13 Cable hook recovery configuration (not to scale)](image)
ience for the final approach. Moreover, from the point of view of system control, this prepara-
tion (stages 3–4) is mostly a navigation planning task, which is quite different to the direct
flight control required for the final approach. Meanwhile, developing flight control for the ap-
proach is by itself a difficult task, considering all the disturbances and uncertainties which the
aircraft may encounter during this stage. The derivation of the flight control laws for the final
approach is the core of this study and is presented in Chapter 6.

On the other hand, the exact procedure which takes place after the moment of capture
highly depends on the actual layout and dimensions of the shipboard equipment. However,
this study is not a project to develop a complete recovery technology for a particular UAV
and ship; this is rather a development of a general methodology, which can be applied to pro-
duce a concrete recovery procedure for any UAV of the given class. Therefore, stages 6–7 are
only concisely described in this chapter, and the mathematical models found later in this re-
search consider only free flight before capture.

2.4.2 Approach corridor

The choice of the approach corridor depends generally on the UAV performance. If
there are only two approach directions available (e.g. with the side boom location), the natural
choice would be that direction which offers a lower impact speed (the UAV speed with re-
spect to the ship), i.e. upwind direction with respect to wind over deck. This reduces the stress
on the airframe and on the arresting wire. When the ship is underway, the UAV usually ap-
proaches from the stern, unless a strong tailwind is present.

There may be circumstances when the upwind approach is not possible. This may hap-
pen if wind over deck is greater than the UAV approach airspeed (for example, full ship drive
with strong headwind). On the other hand, approach from the opposite side is equally impos-
sible in such circumstances because it will result in an enormous impact speed. The only solu-
tion is to slow down the ship for a short time. This is considered to be a better compromise
than to change course.

If a multiple choice of approach directions exists (for the bow location in particular,
Fig. 2.12), the best strategy is determined by the combination of the UAV’s capability to
withstand side wind and to handle apparent oscillations of the recovery boom (which may be
different from different directions). Detailed analysis of the recovery boom oscillations is pre-
sented in the following chapter, Section 3.4.1.

When the direction of approach is chosen, the entry point can be determined. The entry
point is the location at which the final approach starts. The UAV is supposed to pass through
the entry point already in the landing configuration. The entry point is calculated to be on the
perpendicular from the centre of the arresting wire, taking into account the ship’s future loca-
tion at the moment when the UAV is expected to reach the point. After passing the entry point, the UAV constantly tracks the recovery boom position and compensates the ship drive and wind by changing attitude. The distance of the entry point from the recovery boom is accepted in this study to be approximately 300 m from the arresting wire (or about 12–14 s of flight with no wind).

The initial altitude at the entry point is chosen so as to provide a moderate descent during the final approach. Since the reference UAV (Ariel, see Section 3.1.2.1) is initially designed as a ground-based aircraft, the glideslope is chosen to be rather small: 2°40', which implies about 14 m elevation (with respect to the arresting wire) at the distance 300 m. A steeper descent often causes saturation on the throttle (considering necessary manoeuvres) and the UAV accelerates even on the idle setting. However, since the vertical speed at the moment of recovery is not as important as for runway landing, and because the recovery boom is elevated, a generous allowance to the initial altitude can be given.

The UAV is assumed to be navigated to the entry point by a common navigation system, most likely the GPS and/or INS (see also Section 2.4.3.4.1) or using the data from the ship’s radar, plus barometric altitude readings. From this assumption, the allowance for position error at the entry point is given in accordance with the estimated available accuracy of these systems. The errors are assumed to be normally distributed with a 10 m allowance for altitude and 20 m for sideways displacement to either side (with 95% (2σ) confidence). The distance error, being less important and more affected by the ship and UAV speeds, is assumed to have a 40 m error allowance (2σ).

The tolerance to the final position (at the moment of capture) is determined by the recovery equipment which is discussed below. Obviously, the sideways error depends on the length of the arresting wire and the altitude allowance is determined by the cable hook sag $h_S$ (Fig. 2.13). A 0.5 m safety margin is allocated from both ends of the arresting wire and around the aircraft, i.e. if the UAV passes closer than 0.5 m from the recovery boom or catches the arresting wire less than 0.5 m from the end, the recovery is considered unsuccessful.

During the approach, the area is considered to be without obstacles, except for the ground (water). The UAV crashes if the altitude falls below $h_S$ (cable sag) plus 1 m.

Table 2.1 summarises the parameters of the approach accepted in this study ($N(m, \sigma)$ denotes normally distributed value with a specified mean $m$ and variance $\sigma^2$).
2.4.3 Recovery equipment

As noted before, engineering design of the equipment is not the point of this research; however, a brief analysis of the possible location, dimensions and other properties of both the shipboard and airborne recovery equipment is made in this section. This should be regarded as a ‘starting point’ for the recovery model. Further research and testing may require to rectify or to change some of the parameters.

2.4.3.1 Length of the cable and height of the arresting wire installation

The recovery system stops the UAV virtually in midair. After coming to rest, the aircraft hangs down on the hook cable and the arresting wire (Fig. 2.15). This limits the combined length of the cable and the maximal sag of the arresting wire by the height of the recovery boom installation above the water level (or any other obstruction below).

Clearly, there must be a compromise between the sag and the cable length on the one hand and the height of the boom on the other hand. The
wire sag determines the stopping distance, at which the UAV slows down from its approach speed to zero (with respect to the ship). The longer the stopping distance, the softer the deceleration and the less stress on the airframe is passed. It should be noted, however, that the braking mechanism of the arresting wire may be designed so that it winches the arresting wire back as soon as the tension falls. In this case, the wire sag may be partly or even completely eliminated by the moment when the UAV reaches its lowest point, allowing softer braking and leaving more clearance to the water, thus enabling lower boom installation and/or a longer cable. On the other hand, such a construction may be more complicated and expensive.

Unneeded to say that a longer cable gives a greater tolerance to the vertical error of the flight path (see Fig. 2.13). This is especially valuable in rough sea, when the oscillations of the boom may be significant. As a lightweight cable poses little problem for the UAV (see Section 2.4.3.2), the cable length is limited mostly by the boom height. A higher installation is desirable. However, there are several limitations to this.

First, a high raised boom will have greater amplitude of oscillations, particularly due to ship roll motion. Since the periodic motion of the ship represents one of the toughest problems for recovery, the influence of the boom location on its random motion should be carefully investigated.

Second, a very high pole, tower or mast, which may be needed to raise the boom, is obviously an unwelcome construction on the deck. Although it may occupy little deck space, it must be a strong and most probably permanent structure, because it absorbs a several thousand Newtons dynamic load (see calculations below) at the very tip, not to say about its own weight and the boom weight and the wind loads. Given that at least a 6–8 m cable is required for reliable recovery (very possibly much more in rough sea), a 10 m height is needed as the very minimum. Meanwhile, even a 10 m high mast capable to withstand such a load is a bulky and expensive construction.

A natural solution to this is to put the boom off the board and to take benefit of the height of the deck level above the waterline, as illustrated in Fig. 2.11 and Fig. 2.12. However, not all locations are available for such installation, taking into account the requirements outlined in Section 2.3.6.2 above, particularly the clearance all around the boom.

The highest possible location is at the top platform of the central mast of the ship, which is at the 26–27 m level (the measurements are taken from the scale drawing of the Perry Clark frigate, Fig. 3.8). However, it is unclear if this area can be used for this purpose. Not only a strength analysis of the mast is needed, but also such things as radio interference with the radar and numerous neighbouring antennas may be necessary, especially taking into account the landing positioning radio system (Section 2.4.3.4).
Two of the most practical locations for the recovery boom can be found on the upper deck of the ship (Fig. 2.11) and on the bow (Fig. 2.12). The height of both the upper deck and the nose tip of a 4000-ton frigate (Fig. 3.8, Fig. 3.9) is about 9 to 11 m above the waterline. Thus, with a reasonably sized 3–6 m tall pole, a practical 12–17 m clearance may be obtained. The advantages of these locations were discussed in Section 2.3.6.2 and the model locations will be thoroughly examined in conjunction with the ship model in the following chapter (Section 3.4).

In order to determine available length for the cable, stopping distance should be estimated. As noted above, it should be taken into account when the wire brakes do not recoil after stopping the UAV, leaving a sag in the arresting wire.

The aircraft is slowed down from its actual landing speed. For the Ariel UAV, employed as a reference aircraft in this study (see Section 3.1.2.1), the recommended approach airspeed with flaps at 40 degrees is approximately 26 m/s [153]. The wind and ship’s own speed will, obviously, have an effect on the impact velocity. However, even the most constrained choice of two approach directions (with the side boom location, Fig. 2.11) allows to use the wind and the ship drive for the benefit of the UAV, i.e. to reduce the closing (and impact) speed, irrespective of the ship heading. Nevertheless, for safety reasons, a slight allowance for tailwind should be given. A figure of 30 m/s will be used as the maximum impact speed $V_{imp,max}$ for reference. For a small aircraft such as Ariel, the deceleration $a$ of the order up to 10g ($\approx 100 \text{ m/s}^2$) is deemed to be appropriate. This yields the stopping distance

$$l_s = \frac{V^2}{2a} = 4.5 \text{ m}$$

and twice as much for a more generous deceleration of 5g, given the deceleration is uniform. Comparing these figures with the stopping distance available using the much tested Net recovery (Section 2.3.2) with significantly larger UAVs (such as Pioneer), it can be reasoned that even the first figure is rather conservative.

Having a maximum 17 m of water clearance and leaving a 2–3 m safety margin (this should be enough for calm weather, but more may be required for high waves), it is possible to allocate about 10 m for the cable (refer to Fig. 2.15). This value will be used as a starting point. If testing of the landing controller (Chapter 6) shows that this length is not enough for a good success rate, a higher location for the boom may be requested, or a quick arresting wire recoil may be implemented.

### 2.4.3.2 Cable strength

Such a rapid slowdown (up to 10g, as given above) sets rigorous requirements for the cable strength. For 10g deceleration, the inertial force from the 35 kg (maximum mass) Ariel
UAV will be $F_s = m \cdot 10g \approx 3500 \text{ N} \approx 350 \text{ kgf}$. It is assumed that the UAV shuts down the engine immediately after capture of the arresting wire, thus no additional thrust is taken into account. However, even if it does not, the actual landing thrust of a few kgf is negligible for this qualitative estimation. Taking a reasonable dynamic load safety factor 2, a figure of 700 kgf for ultimate tensile strength is obtained.

This strength can be achieved by using a standard 1/4" (6.35 mm) twisted nylon rope. According to various online sources (e.g. [6]), its breaking force is approximately 750 kgf. At the same time, its linear density is 22.3 g/m, thus a 10 m cable will have the weight of only 0.223 kgf. In addition, nylon has excellent capabilities to withstand dynamic loads, resistance to wear and to the wet and chemicals. If greater strength is desired and/or weight requirements are tough, stronger and more expensive materials such as Kevlar/composite fibre may be used.

Apart from tensile properties, aerodynamic drag of the line is important. It has an effect on both the aerodynamics of the UAV and the shape of the cable while in flight. The method of drag calculation follows that in [213] and is described in Section 3.5.3.3.

### 2.4.3.3 The hook

The purpose of the hook is to catch and hold the arresting wire. It is attached at the end of the recovery cable. Tail hooks fitted on the piloted aircraft are extensively used for the same purpose on air carriers. However, there are additional requirements for the in-flight capture of a UAV.

First, the hook should lock securely on the arresting wire, because the UAV remains on the wire for a much longer time than a conventional aircraft landing on the deck. After slowing down, the UAV, attached to the arresting wire by the recovery cable, becomes a pendulum with a significant amount of energy. Moreover, due to spring forces in the nylon cable and the recoil of the arresting brakes, the cable may get slack. The hook must not detach in these conditions. At the same time, it must slide easily along the arresting wire in order to maintain a symmetrical load at both ends of the wire when the wire is captured off centre.

Second, such a long flexible line virtually does not pass torque; moreover, twisted rope can rotate under load. Therefore, the hook attached at the end of the cable should be ‘omnidirectional,’ i.e. able to catch the wire at any (lateral) angle.

---

1 For static loads in typical use, the maximum load on a rope does not usually exceed 15 to 20% of the breaking force. However, taking into account strict requirements to the minimum weight and typically better stress response to short dynamic loads, a lower safety factor is deemed to be more reasonable. Nevertheless, a more thorough analysis will be needed for actual design.
A possible conceptual design of the hook is presented for illustrative purposes in Fig. 2.16. However, as the actual design may vary greatly and is unknown at this stage, the parameters for the model are chosen arbitrarily: hook mass of 0.1 kg and for the purposes of aerodynamic drag calculation, the shape of a ball 5 cm in diameter. Although real parameters may be significantly different, this is not very important for the research, because the model, as well as the whole work, provides rather a proof-of-concept methodology of design. When the exact parameters are known, they can be easily adapted by the model.

A full cable hook model is presented in Chapter 3, Section 3.5.

2.4.3.4 Local positioning system

One of the most difficult engineering problems standing before the designer of the recovery system is to provide real-time information about the current position of the UAV with respect to the arresting wire during final approach. Taking into account that in rough sea the periodic displacement of the arresting wire position may exceed its length (an analysis of the amplitude is given in Section 3.4), aiming at an ‘average’ central position is not possible. The UAV must track the actual position of the arresting wire and change the flight path accordingly.

It is also important to note that the UAV relies on the positioning system for altitude measurement during final approach. The barometric altitude sensor has far too insufficient accuracy for recovery; at the same time, it is unlikely that a small UAV will be equipped with a radio altimeter.

2.4.3.4.1 Positioning with GPS and INS

A Global Positioning System (GPS), whether NAVSTAR, GLONASS or forthcoming GALILEO, is a convenient system for navigation and is likely to be a standard part of the onboard equipment. It uses radio signals from several satellites orbiting the Earth on precisely calibrated orbits. However, it has several shortcomings which arise from its original design and purpose [87, 165].
First of all, with the size of the landing window of about 3–5 m (horizontal and vertical allowance at the moment of capture of the UAV), a sub-metre positioning precision (probably of the order of a few centimetres) is needed. Such accuracy (although with respect to the world coordinate system) is achieved by GPS only in the differential mode, which uses the additional signal of a ground-based station (an example of successful application of the DGPS to full flight control can be found in [150]). Needless to say, such stations will not be available at open sea. Moreover, the altitude measurements, which are perhaps the most important for the UAV, are significantly less accurate than horizontal coordinates for GPS systems. However, this can be circumvented by synchronising GPS-derived positions of both the UAV and the ship. After all, only their relative position (and velocity) is required. In this case, the ship constantly sends its GPS coordinates to the UAV via a real-time data link, the UAV controller compares them with its own GPS coordinates and calculates the relative position.

Another difficulty lies in the time domain. The nature of accurate GPS measurements relies on Kalman filtering [87], which requires substantial computational power and time to reach high accuracy. In most commercially available GPS receivers, the position update rate is about 1 Hz, and up to 5 Hz is available for more expensive units.\(^1\) In general, the better precision and confidence is desired, the longer observations are needed. Moreover, a lengthy start-up procedure (many seconds or even minutes) may be needed for some of the most precise modes (in particular, the so-called Real-Time Kinematic (RTK) mode [106]), which can be performed only when the UAV is already in the vicinity of the ship (or the base receiver).

The situation can be improved by mating the GPS and inertial navigation. Since the inertial navigation system (INS) is supposed to be a part of the standard UAV onboard equipment, this combination may be a wise choice not only for recovery but also for other regimes. Indeed, the INS can give a very accurate estimation of the current position, but only in a short-term period: its precision degrades over time due to accumulating errors. In contrast, GPS errors are not accumulating and thus the measurements are independent of time (neglecting variations in satellite constellation) but they are not as precise and may not be available at any instant. Therefore, by judicious combination of these systems (for example, simultaneously filtering both the measurements with a Kalman filter [87]), a very accurate real-time positioning can be achieved.

However, this system, although feasible, is fairly complex. It requires two sets of GPS receivers and INS (on the UAV and on the ship) with a real-time radio data link between them. Modelling and simulation of such a system is out of the scope of this study. In addition, it highly depends on a third-party system (GPS), on which there is no control and which can

---

\(^1\) Higher update rates (up to 25 Hz) are specified for some industrial GPS receivers, such as NavCom SF-2050M, which can hardly fit a small UAV.
be jammed relatively easily. Nevertheless, the potential feasibility of this system allows us to assume that local positioning of the UAV will be available.

**2.4.3.4.2 UAV Common Automatic Recovery System (UCARS)**

The UCARS AN/UPN-51(V), together with its derivatives UCARS-V2 and TALS (Tactical Automatic Landing System), is developed by Sierra Nevada Corporation [193] exactly to provide automatic recovery and take-off for both fixed and rotary-wing UAVs, either shipboard or ground-based. It employs the same principle as used in the Transponder Landing System (TLS) for conventional piloted aircraft, which provides standard glidepath information similar to that of the localizer and glideslope systems (ILS). The UCARS consists of two separate pieces: an airborne transponder (weighing about 1.5 kg) and a ground (or shipboard) track subsystem. The latter has a millimetre-wave (35 GHz) radar which automatically locates and tracks the transponder. The radar platform uses its own sensors for ship motion compensation which do not require a GPS signal.

The UCARS has been initially developed for the *Pioneer* UAV, which uses a net for shipboard recovery (see Section 2.3.2). The system has been successfully tested in 1997 and is currently used or tested with the *Shadow 200* tactical UAV (TALS variant), *Fire Scout* rotary-wing TUAV (V2 variant), *Hunter* UAV and some others.

The system has a great advantage of being a standard piece of equipment which can fit many UAV types (or at least it is supposed to be). However, its specifications (especially concerning tracking ability and ship motion compensation) are unavailable for the general public. In addition, the transponder may be considered too heavy for the selected UAV (Section 3.1.2.1) and consuming too much power, although in general the UCARS can be used with small UAVs (for which the recovery system is intended). Nevertheless, similar to GPS, the potential availability of the UCARS option ensures that the UAV position will be known with acceptable accuracy.

**2.4.3.4.3 Distance metering and triangulation**

A more basic way of determining the position is to measure the distances to three (or more) points with known locations and then to resolve them into the position via a classic triangulation task (Fig. 2.17). If these points are located on a moving ship, the UAV will always determine its relative position, taking into account ship’s drive and periodic motion.

There are several methods of measuring the distance, including ultrasonic echoing, laser metering, opti-
cal image recognition and various radio methods. Bearing in mind weather conditions, the amount of motion and other limitations, it may be reasoned that the radio metering is the most suitable.

One of the most practical implementations of radio distance metering is comparing the phase difference between the original signal emitted by the ‘master’ transmitter and its echo, reflected or retranslated back by the other side. Knowing the phase shift $\phi_0 - \phi_1$ and the frequency $f$ of the signal (or the wavelength $\lambda = c / f$, where $c$ is the speed of light), the double distance which the radio waves had to travel to and back can be obtained with high accuracy. A phase difference of $2\pi$ denotes the double distance of one full wavelength:

Transmitted signal: $s_0(t) = A_0 \sin(2\pi ft + \phi_0)$
Received signal: $s_1(t) = A_1 \sin(2\pi ft + \phi_1)$

$\forall t = t_1$, the phase of the received signal $(2\pi ft_1 + \phi_1)$ is the reflection of the phase of the original signal at $t = t_1 - \Delta t = t_0$: $(2\pi ft_0 + \phi_0)$

$\Rightarrow$ phase shift $(2\pi ft_1 + \phi_0) - (2\pi ft_1 + \phi_1) = (\phi_0 - \phi_1)$ $\Leftrightarrow$

$(2\pi ft_1 + \phi_0) - (2\pi ft_0 + \phi_0) = 2\pi f(t_1 - t_0)$ $\Rightarrow$

Distance: $d = \frac{c}{2}(t_1 - t_0) = \frac{c}{4\pi f}(\phi_0 - \phi_1) = \frac{\lambda}{4\pi}(\phi_0 - \phi_1)$

There are two important notes, however. First, the frequency of the received signal will not be the same as the original frequency for moving objects due to the Doppler effect. This must be taken into account in calculations. In addition, this enables to measure speed with respect to the transmitter, which may be useful.

Second, the phase difference repeats with the period $2\pi$, which cannot be detected unless the signal is specially modulated. This means that the wavelength used for detection should not be shorter than the maximum double distance to be measured, otherwise the reading will be ambiguous. However, increasing the wavelength adversely affects the accuracy of measurements. This problem can be avoided by using two or more signals with slightly different frequencies. In this case, the maximum double distance will be determined by the smallest difference between the frequencies.

Note that the frequency (or multiple frequencies) used for measurements is not limited by the available radio bands. It can be carried by a higher frequency radio wave using one of the numerous modulation methods. In fact, this is required for the current application, firstly because the frequencies needed to measure the distances of the order of several hundred metres (i.e. about 0.5 to 5 MHz, wavelength 600 to 60 m) are far below the convenient radio bands; and secondly because it allows to take several measurements simultaneously using several different carriers and a multi-channel receiver (transponder) without mixing them.
As a result, the local positioning system may be implemented as follows. Three transmitters are placed at three different locations on the ship. They emit three radio signals on different channels $f_{c1}, f_{c2}$ and $f_{c3}$, modulated with a relatively low frequency measurement signal $s$. This signal may be the same for all channels, either single- or polyharmonic, depending on the accuracy requirements. The UAV is equipped with a three-channel transponder which receives each of the three signals, extracts the measurement signal, modulates with it the corresponding carriers $f_{r1}, f_{r2}$ and $f_{r3}$ (separately for each signal) and radiates them back. Different channels for reception and retranslation ($f_{ci}$ and $f_{ri}$) are needed to avoid interference of transmitted and received signals on the ship side. The ship is also equipped with three receivers located at the same points as the corresponding transmitters. These receivers receive the signals $f_{r1}, f_{r2}$ and $f_{r3}$, extract the measurement signals $s_{r1}, s_{r2}$ and $s_{r3}$ and estimate the phase difference between the emitted signal $s$ and the corresponding received signal $s_{ri}$. The distances $d_1, d_2$ and $d_3$ are then calculated according to (2.2). These distances (or a ready-calculated position) are immediately transmitted back to the UAV using either a common real-time data link (if available), or the same carriers $f_{ci}$ (providing that this data signal does not interfere with the measurement signal $s$, which can be achieved, for example, using a sub-carrier with an intermediate frequency). The position is calculated geometrically from the distances either by the UAV controller or on the ship. At the same time, speed with respect to each transmitter is determined via Doppler shift.

This scheme can be implemented the opposite way, with the shipboard transponders. This will eliminate the need of the data uplink to the UAV (for the positioning purpose at least). However, having the transmitters on the ship offers an advantage when only the offset of the UAV position from the flight path is needed. A measure of this offset can be obtained by evaluating the difference between the distances themselves. For example, if two transmitters are located symmetrically around the ideal glidepath, e.g. on the ends of the recovery boom (transmitters 1 and 2 in Fig. 2.17), a zero difference between the distances ($d_1 - d_2 = 0$) would mean that the UAV is on the ideal glidepath within the respective plane (that contains both transmitters and the UAV); while a non-zero difference would indicate that the UAV had diverged from the ideal path. Assuming neutral (horizontal) boom position, the difference ($d_1 - d_2$) controls lateral displacement of the UAV, while difference ($d_3 - d_2$) determines vertical position, somewhat similarly to localizer and glideslope indicators of the common piloted aircraft.

Note that the differences are nearly proportional to the angular displacement $\varepsilon$ of the UAV (as seen from the ideal touchdown position between the transmitters) rather than to the linear offset from the ideal path (see Fig. 2.18). This is convenient because the offset is more
accurately measured near the ship while a greater allowance is given at the beginning of approach (see also discussion of the landing procedure in Chapter 5).

The differences can be measured without knowing the distances themselves by comparing the phases of the measurement signals $s_i$ that come from different transmitters, providing that the signal is synchronised among the transmitters. This can be implemented onboard the UAV, which eliminates the need of the transponder and makes the onboard positioning equipment fully passive, with all associated weight and power consumption savings. The lack of knowledge of the distance from the ship can be compensated, if required, using GPS. The accuracy requirements to this distance are usually several order of magnitude lower (i.e. several metres) because there is no need to track the distance precisely on landing. Even if the exact position is required and the distances are measured, such a scheme allows to measure the divergence of the flight path with greater accuracy.

It can be noted that the accuracy of the calculated position depends on the separation of the transmitters in space. If the transmitters are located too close to each other, the distance from the UAV to any of them will be nearly similar and the calculation of the position will be inaccurate. This effect is known as dilution of precision and is also characteristic for satellite-based GPS systems. However, it is deemed that for the current task this effect will represent less of a problem, or can even be beneficial to a certain degree, because the accuracy requirements are different at different distances from the ship. Indeed, high accuracy is required when the UAV is close to the ship and needs very good alignment with the recovery boom. At close distances, such accuracy can be achieved because separation of the transmitters ($L_1$ and $L_2$ in Fig. 2.17) becomes comparable to the distances themselves ($d_i$). In contrast, a much greater allowance may be given at far distances, otherwise the UAV controller may be excessively disturbed by the changes in measurements caused by periodic ship motion. In other words, as mentioned above, the angular position of the UAV should be more important for successful recovery than the actual coordinates.
Apart from position measurement, velocities of the UAV with respect to the recovery boom may be required. As stated above, translational velocities with respect to each transmitter can be measured using the Doppler shift of the same signal. In addition, an approximate measure of angular velocities can be obtained at no extra cost using the difference derivatives \( \frac{d(d_i - d_2)}{dt} = \Delta \dot{\phi} \), where \( i = 1 \) or \( 3 \) is the number of transmitter (similarly to the angles, \( i = 1 \) for horizontal angular velocity and \( i = 3 \) for vertical one). Once again, these derivatives can be measured without unreliable numerical differentiation of either the distances or the differences. This can be done by comparison of the frequencies of the signals coming from the respective transmitters. If the closing velocities relative to each transmitter are different, the Doppler shift will also be different. Even if this difference is too small to be detected reliably by independent measurement of the Doppler shifts, the comparison of the frequencies of the two signals can be done very accurately. From this, the distance difference derivatives can be obtained. In Chapter 5, calculation of the actual position and velocities from the raw measurements will be discussed in greater detail.

Overall, this is a simple and effective mechanism for local positioning. For this reason, it is adopted for this study. However, design of such a system is out of the scope of this research. On the other hand, without at least a draft of this system, the specifications (such as precision, latency, etc.) are unknown and can only be speculated about. Therefore, the positioning system is considered to be ideal in this study. It obtains exact distances, differences between them and their derivatives from the simulation data. Nevertheless, to provide a measure of robustness of the UAV controller to the uncertain characteristics of the system, noise can be added to the measurements.

For simplicity and because it is indeed believed to be optimal (unless better positioning accuracy and thus transmitters separation is needed), the transmitters are located as shown in Fig. 2.17: two at the ends of the recovery boom and one at the base of the supporting tower, right below the second transmitter, so that the base legs are \( L_1 = 6 \) m and \( L_2 = 5 \) m (see also Section 3.4). The transmitters are numbered according to the distances \( d_i \) shown: #1 at the tip of the recovery boom, #2 at the other end and #3 at the base of the tower.

It is assumed that the location of the transmitters on the ship, whether fixed or changing/switching, is known to the UAV at any time. However, even for a fixed layout, the geometry of the transmitters from the point of view of the UAV may be different depending on which side the UAV is approaching from. In Fig. 2.17, the supporting tower (and the whole ship) is located to the right of the approaching UAV; however, an approach from the other side can be performed so that the ship is to the left of the UAV. Moreover, for given measurements and known transmitters layout (where only three transmitters are present), an ambiguity exists as to which of the two possible UAV positions is effective. It is supposed, how-
ever, that this ambiguity and the variance in apparent geometry is worked out by knowing the initial formation from the navigation system. For this reason, only one-sided configuration (as shown in Fig. 2.17) will be considered in the study. The changes in configuration are expected to be transparent for the landing controller. One of the ways to facilitate managing ‘mirrored’ transmitter layouts for the UAV controller is switching the numbers (codes) of the transmitters according to anticipated direction of approach, so that #1 is always the leftmost transmitter and #2 is the rightmost one with respect to the UAV. The difference \((d_3 - d_2)\) is accordingly replaced with \((d_3 - d_1)\) for the opposite direction.

Altogether, the positioning system provides ten measurements to the UAV controller:

- \(d_1, d_2\) and \(d_3\): distances from the UAV to each of the three transmitters. It is supposed that the UAV’s antenna is located close to the centre of mass, or the distances are adjusted as if they are measured with respect to c.g.
- \(d_1^c, d_2^c\) and \(d_3^c\): rates of change of the distances, i.e. closing speeds with respect to each transmitter (positive when approaching for convenience).
- Distance differences \((d_1 - d_2)\) and \((d_3 - d_2)\). (The third difference \(d_3 - d_1\) is disregarded as redundant).
- Rates of change of the differences: \((d_1^c - d_2^c)\) and \((d_3^c - d_2^c)\).

Although for an ideal system this set of measurements is redundant, the rates and differences are introduced as independent values to simplify possible integration of the complete model of the positioning system, where these parameters may be measured separately as described above. In addition, for robustness tests the noise can be added independently to each type of measurement.

### 2.5 Concluding remarks

Shipboard UAV recovery is one of the most difficult tasks of the entire flight. Unlike conventional runway landing, which is suitable for aircraft from air models to large transports, shipboard operation imposes extremely tight constraints which make the engineers search for the most suitable ways for each aircraft class. A number of very different methods of recovery have been developed over the last decades and more are still being envisaged, developed and tested. Some of them are analysed in this chapter, the analysis leading to development of a new recovery technique. The technique, termed Cable Hook recovery, is aimed to recover small fixed-wing UAVs up to the size of Pioneer UAV with better operational qualities than the most widely used Pioneer’s net recovery. The goal is to provide automatic recovery under all conditions that the UAV may encounter at open sea, including high waves (and thus periodic ship motion), winds, turbulence and undesirability to change the ship’s heading while underway.
The Cable Hook recovery offers the choice of at least two directions of approach, allowing to benefit from the wind irrespective of the ship and wind heading. The tolerance to wind and ship motion is reasonably expected to be greater than that of most other methods, particularly the net assisted recovery, considering all the imposed requirements.

The recovery system consists of the shipboard components: a recovery boom with the arresting wire over it, a boom supporting tower or mast, a local positioning system and an airborne cable with a self-locking hook. This equipment is described only to the extent needed to build a general simulation environment of the recovery procedure. Before any hardware implementation is possible, a comprehensive design of the recovery gear must be made. Although there may be significant discrepancies with the current model, the controller design methodology employed in this research can handle the changes in the models without difficulties (see Chapter 5 and Chapter 6).

The following study is concentrated on the final approach of the UAV. The parameters of the approach as well as the dimensions of the recovery gear necessary to build a simulation environment have been described in this chapter. However, these parameters should be regarded as a starting point; further investigations may require some of them to be reviewed.
Chapter 3. Simulation Models

A critical part in the control system design is development of the mathematical models of the systems involved. Very often, for the purpose of control system analysis and design, simplified models (e.g. linear models) are used; the resulting controller is then tested on the original comprehensive mathematical models and/or real equipment. This two-stage approach comes from the fact that although many of the numerous contributing real world factors can be measured and taken into account, this leads to very complex, highly coupled non-linear models. Whilst such models can be built without principal difficulties, they generally require appropriately complex control methods, which are hard to design.

Nevertheless, the design method employed in this study (described in the following chapters) allows to synthesise the control laws on the basis of the full non-linear models. On the other hand, it has high demands to computational efficiency of the models, because hundreds of thousands simulation runs may be required. Therefore, building comprehensive yet effective models of the elements involved in the recovery process is a critical part of the entire design. In some cases, full models may be simplified for faster computation during the design stage. However, the full variants can be used for validation and verification of the designed controller at the later stages.

There are number of elements involved in the case of ship-based UAV recovery. They include the aircraft, the ship, the recovery devices (the airborne recovery cable and the shipboard boom), plus the environment, including various disturbances from the wind and sea. All of these elements, as well as interactions between them, must be carefully modelled.

This chapter will present the mathematical models used for simulation of the cable hook UAV recovery. These models include the aircraft model, the ship model (which incorporates sea disturbances), the recovery cable model and the atmospheric model. Most of these models are presented in the usual manner, so specific details are given only where the models differ significantly from a conventional approach.

3.1 Aircraft model

This section presents the model of an aircraft, used for simulation of the recovery stage of the flight. As some sort of computational analysis is implied, a computer implementation of the model should be kept in mind during design. For example, using tabulated data may be preferred over the analytical functions in some cases (or vice versa).

For the sake of compatibility, the same reference UAV and mathematical model is used for both launch and recovery. The launch model has been designed by M. Crump in his
Ph.D. thesis [47]. The description in this section generally follows Crump’s model; however, a few modifications were made to make the aircraft model more suitable for landing conditions. Also, it should be noted that different axes system and nomenclature (Appendix A) are used in this research. The computer model of the aircraft has been completely redesigned as well to improve performance and readability.

It is a common practice to separate the mathematical model of an aircraft into two principal components: the dynamic model and the force model. The dynamic model generates the motion of the aircraft under the influence of certain forces. The force model generates the forces acting on the aircraft under the influence of its motion and position. It is clearly seen that these two models are mutually dependant and thus closely linked together.

Given an aircraft velocity and position, the forces acting on the aircraft can be generated. These forces then interact with the aircraft through the equations of motion, which produce a new aircraft velocity and position. The process is repeated many times for a specified length of time or until certain conditions are met. The following sections will detail the equations of motion and the aircraft force models used in this research.

### 3.1.1 The equations of motion

The derivation of equations of motion for a rigid body aircraft is rather trivial and can be found in many sources [19, 40, 66, 148, 178]. It is important, however, to understand which motion is to be modelled. All structures have some inherent flexibility, and the vibration caused by it can be quite significant. However, the interaction of this vibration and the aerodynamic behaviour of the aircraft is extremely complicated. The internal flexible motion is usually dispersed into a set of harmonic oscillations, called modes, which adds many degrees of freedom to the model. On the other hand, a dynamic model of a rigid body has considerably less degrees of freedom (only six) and is an important tool in aircraft dynamics and control. For basic design, the motion of the aircraft can be assumed as a rigid body motion. Moreover, in case of a conventional small fixed-wing UAV, the rigid body approximation is usually more reliable than in the case of a large aeroplane. Indeed, due to the fact that for a given object the mass diminishes faster with the size (as a cube of linear dimensions) than the area, which is linked with most aerodynamic parameters (e.g. lift and drag) and material capacities (e.g. breaking strength), smaller constructions usually have greater relative cross-sections of the internal structures, which results in greater relative strength and rigidity.

A rigid body model assumes the body is made up of a completely rigid material that exhibits no flexibility under any applied loads. Such a body has six degrees of freedom: three translational degrees and three rotational degrees. The state variables which fully describe the
state of the body will correspond to these degrees, with two variables for each degree of freedom: one for velocity and one for position, giving twelve state variables altogether.

Therefore, the UAV is modelled in this research as a rigid body construction, with 6 degrees of freedom and 12 state variables.

3.1.1.1 Axes systems

A number of different axes systems (or reference frames) is used in flight dynamics. The choice of any of the systems is based on the convenience of analysis and ease of expressing the equations. Very often, several axes systems are used in one model simultaneously. It is always possible to switch from one system to another. It is good engineering practice to choose so called right orthogonal axis systems in order to simplify such conversions, i.e. the systems in which the direction of the third axis is set so that the shortest rotation from the first axis to the second one, as seen from the ‘top’ of the third axis, is anti-clockwise; or, in other words, the direction of the third axis should coincide with the cross product vector of the vectors, aligned with the first and second axis. This preserves the sign of rotations when switching from one axis frame to another.

The basis behind the equations of motion is Newton’s second law, which relates applied force to change in linear momentum with respect to an inertial reference frame:

\[
F = \frac{d}{dt}(mv_{abs})
\]  

(3.1)

where \( F \) is the vector sum of all forces acting on the body and \( v_{abs} \) is absolute velocity of the body.

Therefore, the first step is selecting an inertial reference frame. Ideally, this reference frame should be non-rotating and non-accelerating. However, although inertial frames do exist, all convenient frames rotate and/or accelerate (the earth, sun and stars all rotate and move through space). Nevertheless, for simplicity, certain motions may be assumed to be negligible in comparison to the motions of interest. If around the globe navigation is necessary, a convenient reference frame usually used is an orthogonal earth centred frame. However, if navigation is only required over a small area of the earth, as it takes place in this study, a ‘flat earth’ approximation may be used.

In this case, the origin of the orthogonal system \((O_g)\) is assigned to a point on the surface of this ‘flat earth’, the axis \(y_g\) is pointed vertically upwards, \(x_g\) is directed north and \(z_g\) is directed east (see Fig. 3.1). This inertial (or nearly inertial) frame is common for the whole scene and thus for all its objects (the aircraft, the ship etc.) Their absolute positions are expressed in the inertial frame \(O_gx_gy_gz_g\).
There can be other right axis layouts, for example, the commonly used in western-school flight dynamics North-East-Down frame. However, to have a positive direction upwards is more intuitive for flight applications, and in practice using such frames (forward-up-right) appear more consistent with traditional sign agreement.\footnote{With the exception of yaw/heading angle, which is calculated anti-clockwise.}

Apart from gravitational forces, which act negative to $y_g$ axis, the directions of all other significant forces acting on an aircraft (i.e. aerodynamic and propulsive forces) depend upon the orientation of the aircraft. Therefore, it is convenient to express these forces with respect to an axis system which is fixed to the aircraft. This system will not be inertial, because it translates and rotates with the aircraft.

The origin $O$ of such a system, called \textit{aircraft body frame}, is linked to the aircraft centre of gravity (c.g.)\footnote{While ‘centre of mass’ and ‘centre of gravity’ may not coincide precisely in some cases, the difference is assumed to be negligible for this study and these terms may be used interchangeably.} The $Oxy$ plane is usually aligned with the plane of symmetry (if any) of the aircraft, with the axis $x$ pointing forward, $y$ pointing up and $z$ pointing to the right (Fig. 3.1).

The aerodynamic forces and to some extent, propulsive forces depend not only on the orientation of the aircraft, but also on the motion of surrounding air masses. Thus, the so called \textit{aircraft wind axes} are introduced. The axis $x_a$ of this axes frame corresponds to the direction of the aircraft aerial velocity vector $V_a$, which is related to the aircraft body axis system by the angle of attack ($\alpha$) and the sideslip angle ($\beta$) (see Fig. 3.1). The $y_a$ axis always lies in the $Oxy$ plane.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{axis_systems.png}
\caption{Axis systems}
\end{figure}
The equations for $V_a$, $\alpha$ and $\beta$ are as follows:

$$V_a = |V_a| = \sqrt{V_{ax}^2 + V_{ay}^2 + V_{az}^2}$$

$$\alpha = -\arctan \left( \frac{V_y}{V_x} \right)$$

$$\beta = \arctan \left( \frac{V_x}{\sqrt{V_x^2 + V_y^2}} \right)$$

(3.2)

Here $V_{ax}$, $V_{ay}$ and $V_{az}$ are the projections of the airspeed vector onto the respective axes of the aircraft body frame. Also note that for high angles, the four quadrant arctangent is required. The aerial velocity differs from the inertial velocity in body frame $V$ (the total velocity) by the instantaneous wind velocity $W$ (also expressed in body frame):

$$V = V_a - W$$

(3.3)

While translating one coordinate to another is trivial, the rotational relationship requires some calculations. The relationship between the aircraft body coordinate system and the inertial axes is called the *attitude* of the aircraft and is described with three Euler angles, known as pitch ($\theta$), bank ($\gamma$) and yaw ($\psi$). Note that when working with consecutive rotations, the order of the rotations is very important, because each new rotation takes place about the new, previously rotated axis. In the aeronautical field, it is a standard practice to apply the rotations in the following order when transforming from the inertial $O_{xg}y_gz_g$ frame to the body $O_{xyz}$ frame (the opposite order applies for reverse transformation):

1. Rotation about $y_g$-axis (yaw $\psi$);
2. Rotation about new $z_g$-axis (pitch $\theta$);
3. Rotation about new $x_g$-axis (bank $\gamma$).

The signs of the rotations are determined as usual: a positive rotation is always anti-clockwise as seen from the ‘top’ of the respective axis. In the above case, positive rotations are nose left, nose up, right wing down.

When transforming from wind to body coordinate system, the order applies as follows:

1. Rotation about $y_a$-axis by the sideslip angle $\beta$;
2. Rotation about new $z_a$-axis by the angle of attack $\alpha$.

Coordinate transformations caused by rotation can be expressed within a matrix. The individual matrices for each rotation can be multiplied together in the correct order (right to left) to obtain a transformation matrix relating one coordinate frame to another. Such a matrix is called *Direction Cosine Matrix (DCM)*. For the transformation from the inertial to the body frame ($O_{xg}y_gz_g \rightarrow O_{xyz}$) the DCM will be [40]:
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The coordinates in the target frame are obtained by multiplication of the DCM and the column vector of coordinates in the source frame:

\[
\begin{bmatrix}
 x \\
 y \\
 z
\end{bmatrix} = A_{gb} \begin{bmatrix}
 x_g \\
 y_g \\
 z_g
\end{bmatrix}
\]  

(3.5)

The equivalent DCM for aircraft wind frame to body frame transformation is

\[
A_{ab} = \begin{bmatrix}
 \cos \alpha \cos \beta & \sin \alpha & -\cos \alpha \sin \beta \\
 -\sin \alpha \cos \beta & \cos \alpha & \sin \alpha \sin \beta \\
 \sin \beta & 0 & \cos \beta
\end{bmatrix}
\]  

(3.6)

Reverse transformation (from the body to the wind frame and from the body to the inertial frame in this case) requires the inverse of the respective DCM. However, as the rotations are orthogonal, the inversion is simply the transpose, \(A^\top\). Thus, for example, \(A_{bg} = A_{gb}^\top\).

### 3.1.1.2 Translational motion

The kinematic equations relating the position of the c.g. of the aircraft to its velocity in the inertial frame can be written as

\[
\frac{d\mathbf{R}}{dt} = \mathbf{V}_g = A_{gb}^\top \mathbf{V}
\]  

(3.7)

Here \(\mathbf{R}\) is the position of the aircraft in the inertial frame (see Fig. 3.1), \(\mathbf{V}_g = (V_{x_g}, V_{y_g}, V_{z_g})^\top\) is the aircraft velocity in the inertial frame and \(\mathbf{V}\) is total velocity with respect to the body frame, which corresponds to \(v_{abs}\) in (3.1).

Expanding out Newton’s second law (3.1) and taking note of the above results in

\[
\mathbf{F} = \mathbf{V} \frac{dm}{dt} + m \frac{d\mathbf{V}}{dt}
\]  

(3.8)

In the case of aircraft, the first component of this equation, containing the derivative (i.e. rate of change) of mass, is normally quite low. This term may become significant for rockets or some aircraft with exceptionally high fuel burn; however, in other cases it can be safely neglected. Nevertheless, this term will be important in the case of in-flight jettisoning of any parts of a significant mass.

The equation (3.8) contains the differentiation of a vector in one coordinate system (\(\mathbf{V}\) in body system) with respect to another (inertial frame). To move to the body frame, a cross
product of angular velocity of the frame \((\omega)\) and the velocity of the aircraft in this frame should be added [40]:

\[
F = m(\mathbf{v} + \omega \times \mathbf{v})
\]

(3.9)

Note that the angular velocity of the aircraft body frame corresponds to the angular velocity of the aircraft, since the body frame is fixed to the aircraft. Simple rearrangement of this equation leads to the velocity state equation:

\[
\mathbf{v} = \mathbf{v} + \frac{1}{m} F - \omega \times \mathbf{v}
\]

(3.10)

### 3.1.1.3 Angular motion

The Newton’s second law equivalent to angular motion can be written as

\[
M = \frac{dK}{dt},
\]

(3.11)

where \(M\) is the moment (torque) acting on the aircraft at its c.g., and \(K\) is the angular momentum of the aircraft. Similarly to (3.1), this law is valid only in an inertial axis frame. Likewise, it can be expressed with respect to the body frame as

\[
M = \mathbf{K} + \omega \times \mathbf{K}
\]

(3.12)

To determine the angular momentum \(\mathbf{K}\), which is an ‘angular equivalent’ to linear momentum \(mv\), the whole body can be divided into infinite small mass elements. Considering one of these particles \(\delta m\) with the position \(r = (x, y, z)^T\), its angular momentum can be given by:

\[
\delta \mathbf{K} = [r \times (\omega \times r)] \delta m
\]

The angular momentum is then obtained by integrating the angular momentum components over the entire aircraft mass. This gives, after expanding out the vector triple cross products:

\[
K = \left[ \omega_x \int (y^2 + z^2) \delta m - \omega_y \int xy \delta m - \omega_z \int xz \delta m \right]
\]

\[
- \omega_y \int xy \delta m + \omega_x \int (x^2 + z^2) \delta m - \omega_z \int yz \delta m
\]

\[
- \omega_z \int xz \delta m - \omega_y \int yz \delta m - \omega_x \int (x^2 + y^2) \delta m
\]

(\[
\]

The individual integrals in this vector are known as the moments and cross products of inertia. For example,

\[
I_x \equiv I_{xx} = \int (y^2 + z^2) \delta m \quad \text{is the moment of inertia about x axis;}
\]

\[
I_{yz} \equiv I_{zy} = \int yz \delta m \quad \text{is the cross product of inertia of y and z axis.}
\]

The angular momentum can be expressed in a convenient form as the product
\[ K = \begin{bmatrix}
I_x & -I_{xy} & -I_{xz} \\
-I_{xy} & I_y & -I_{yz} \\
-I_{xz} & -I_{yz} & I_z
\end{bmatrix} \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix} \equiv I\omega \]  

(3.13)

where \( I \) is known as the \textit{inertia tensor} and can be considered as an ‘angular equivalent’ to mass for linear motion.

Now taking into account (3.13), the vector equation of angular motion (3.12) in the body frame can be written as

\[ I\dot{\omega} + \vec{\tau} = M - \omega \times (I\omega) \]

and assuming no inertia tensor time dependence (using the same argument as for mass time dependence), this can be rearranged giving the angular velocity state equation:

\[ \dot{\omega} = I^{-1}(M - \omega \times (I\omega)) \]  

(3.14)

It is usual to simplify this equation by taking advantage of aircraft symmetry along the \(Oxy\) plane. It means that the only non-zero cross product is the \(I_{xy}\) term. However, for a computational approach, this will not give any noticeable benefit. Moreover, despite usual geometrical symmetry, the weight distribution may not be symmetrical due to equipment, fuel and payload positioning.

The final set of state equations are kinematic equations which relate the rate of change of the Euler angles to the angular velocity. They can be derived by considering three separate consecutive rotations by the Euler angles in the correct order, described above in Section 3.1.1.1. Using this approach, four coordinate systems will be generated: the initial system \#1 (which corresponds to the inertial system); the system \#2, produced by rotating \#1 by the yaw angle \(\psi\); that produced by rotating \#2 by the pitch angle \(\theta\) \((\#3)\); and finally that produced by rotating \#3 by the bank angle \(\gamma\) \(\text{(body system, \#4)}\). If each axis system has associated direction indicated by the unit vector \((i, j, k)\), the following vector equation is obtained:

\[ \omega = \dot{i}_x \dot{\psi} + \dot{j}_y \dot{\theta} + \dot{k}_z \dot{\gamma} \]  

(3.15)

The unit vectors in this equation with respect to the body axes can be obtained from the respective direction cosine matrices, taking out the first, second or third column of the DCMs for the unit vectors \(i, j\) and \(k\) respectively. The DCM for the rate of change of bank angle is trivial: \(\dot{k}\) directly corresponds to \(\omega_z\). The DCM for the rate of change of pitch (i.e. of the axis system \#3) is that of the body system before the bank angle is applied, thus it corresponds to the DCM of the individual rotation by this angle \((A_\gamma\)\). Further, the rate of change of yaw is calculated in the axis system \#2, which DCM is obtained through two rotations, by the bank and pitch angles, and equals to the product \(A_\gamma A_\theta\). As a result, the directions of the unit vectors in reference to the body axes will be
\[
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\sin \theta \\
\cos \theta \cos \gamma \\
-\cos \theta \sin \gamma
\end{bmatrix}
\begin{bmatrix}
k_3 = \\
0
\end{bmatrix}
\]

Now substituting this into (3.15) gives:

\[
\omega = \begin{bmatrix}
1 & \sin \theta & 0 \\
0 & \cos \theta \cos \gamma & \sin \gamma \\
0 & -\cos \theta \sin \gamma & \cos \gamma
\end{bmatrix} \begin{bmatrix}
\theta \\
\psi \\
\gamma
\end{bmatrix}
\]

This can be inverted to yield the state equations:

\[
\Phi = \begin{bmatrix}
1 & -\cos \gamma \tan \theta & \sin \gamma \tan \theta \\
0 & \cos \gamma & -\sin \gamma \\
0 & \sin \gamma & \cos \theta
\end{bmatrix} \begin{bmatrix}
\omega \\
\theta
\end{bmatrix}
\]

Note that these equations have a singularity at \( \theta = \pm 90^\circ \), which should be taken care of.

As a result of all these efforts, a full set of state equations is obtained. It is represented by those (3.7), (3.10), (3.14) and (3.18). They can be expanded into twelve scalar equations; however, the vector form is often more convenient for both analytical analysis and computer simulation. Nevertheless, for further reference, a full state vector is defined as

\[
x^T = \begin{bmatrix}
V_x, V_y, V_z, \omega_x, \omega_y, \omega_z, \gamma, \psi, \theta, x_g, y_g, z_g
\end{bmatrix}
\]

Note that in this research \( y_g \) simply corresponds to altitude \( H \), because the origin of the inertial system is fixed to the earth surface.

In the state vector, the first three terms (translational velocity) are obtained through the equations (3.10), the next three terms (angular velocity) are calculated by (3.14), the next three (Euler angles) are defined via kinematic equations (3.18) and the last three (position of the aircraft in the inertial frame) are obtained through (3.7).

### 3.1.2 The force model

The equations of motion presented in the previous section are general by nature and have been derived with few simplifications relevant to the aircraft structural model. Thus, these equations of motion are applicable to nearly all aircraft. In contrast, force models are aircraft specific. The only thing they have in common with the equations of motion is that the force models generate forces from the state vector (3.19). Therefore, a specific aircraft must be chosen for a force model. The next sections describe the model used in this study.
The force model is based upon the principle of component build-up. The components represent the basic airframe (wing and body), the tailplane, the propulsion unit (engine and propeller) and all control surfaces (ailerons, elevator, rudder, flaps).

Each component has a contribution to each of the three forces and three moments acting on the aircraft. For example, the lift force is generated by the basic aerodynamic force on the wing and fuselage, plus the change in lift due to elevator deflection, plus change in lift due to rate of change of angle of attack, etc. Likewise, the drag force and any other force and moment are affected by all these variables, although some of the dependencies may be rather small and negligible. This type of model usually implies that the individual components are independent of each other, for example, assuming that the change in lift due to elevator deflection is not affected by the deflection of any other control surface. Although this may not be the case (for instance, the elevator efficiency is often affected by the turbulent airwake behind the extended flaps), these interferences are assumed to be negligible. However, in some cases they may be taken into account by introducing additional couplings between the components.

It is usual practice that all the forces and moments acting on the aircraft are expressed through non-dimensional coefficients. These coefficients are calculated with respect to dynamic pressure \( q = \rho V^2/2 \), wing area \( S \) and (for moments), the mean aerodynamic chord \( b_a \) for longitudinal motion or wingspan \( l \) for lateral and directional motions. This makes the coefficients very demonstrative and comparable for virtually any aircraft of a specified type (e.g. aeroplanes), although these aircraft may vary in size significantly. For example, the lift coefficient, which represents the lift force \( Y \), is defined as

\[
C_y = \frac{Y}{qS}
\]  

(3.20)

Moreover, for convenience, even the parameters of motion are often non-dimensionalised and/or referred to more general parameters, such as velocity or dynamic pressure. For example, a non-dimensional angular velocity about \( x \)-axis (non-dimensional roll rate) is

\[
\bar{\omega}_x = \omega_x \frac{l}{2V}
\]  

(3.21)

3.1.2.1 The Ariel UAV

The aircraft chosen as a prototype for the research is the UAV Ariel (Fig. 2.17), which is an unmanned aircraft developed by the UAV group in the Department of Aeronautical Engineering at the University of Syd-
ne. As noted earlier, the same aircraft has been used as a prototype for the research on launch [47]. The majority of data on this aircraft is available in [153]. The force model is based largely upon this information.

The Ariel is a relatively small aircraft (35 kg maximum takeoff weight and 3 m wingspan), manufactured predominantly from fibreglass and foam components. The key design parameters are listed in Appendix B. The aircraft has three main aerodynamic controls (elevator, ailerons and rudder), plus flaps and throttle control.

### 3.1.2.2 The aerodynamic model

The aerodynamic forces are calculated in the aircraft wind axes Oxayaz (Fig. 3.1). The three forces generated by the aerodynamic model are referred to as Aerodynamic Drag, Lift and Sideforce and correspond to the forces acting opposite to xa and positive to ya and za axis respectively. There are also three moments acting about each of the axes, called Rolling Moment, Yawing Moment and Pitching Moment.

The forces are resolved from the wind axes into the aircraft body axes as required by the equations of motion (see section 3.1.1.1). In addition, the aerodynamic forces are distributed by nature over the whole surface of the aircraft, and the resultant aerodynamic force may be applied to different locations in different conditions. To meet the assumptions of the equations of motion, that the forces are applied to the aircraft c.g., the forces obtained from theoretical calculations or wind tunnel testing (given in [153]) must be moved to the aircraft c.g. taking into account resulting moments.

The force model is based upon wind tunnel testing of a ⅓ scale model of the Ariel. This wind tunnel model had its own axes system due to the mounting of the model within the wind tunnel at a point different to c.g. Therefore, the wind tunnel data were obtained relative to this mounting point. Apart from the additional moments mentioned above, the effect of rotations about the mounting hinge upon the relative wind vector used for wind tunnel data must be taken into account. This is done simply by taking the cross product of the location vector of the wind tunnel axis with respect to the c.g. and the angular rate vector, and the result is added to the aircraft and wind velocities:

\[
\begin{bmatrix}
V_x \\
V_y \\
V_z_{w.t.}
\end{bmatrix}
= \begin{bmatrix} x \\
y \\
z_{c.g.→w.t.}
\end{bmatrix}
\times
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}
+ \begin{bmatrix}
V_x \\
V_y \\
V_z_{w.t.}
\end{bmatrix}
+ \begin{bmatrix}
W_x \\
W_y \\
W_z
\end{bmatrix}
\]

(3.22)

The original force model [153] was based upon limited wind tunnel data, from which approximate polynomial functions were generated as functions of angle of attack, sideslip angle and various control surface deflections. These polynomials are of a high order and have a
limited range of applicability; in particular, low reliability at and beyond the extremes of the
data set. On the other hand, this approach has relatively low computational requirements.

When full range of data is required, especially if the data represent a complex dependence
on input variable(s), look-up tables provide greater flexibility and reliability. Thus, look-
up tables of aerodynamic data were generated. Within the valid wind tunnel testing region,
they are based on actual measurements of the aerodynamic forces and moments. However, in
the case of landing in adverse wind conditions, it is likely that high angles of attack and/or
sideslip angles may be present. Thus, further aerodynamic data for these regions is necessary.
Whilst wind tunnel testing at these high angles is desirable, for the purpose of this research it
was unfeasible. Therefore, a theoretical approximation is used, employing several techniques,
described below (see also [47]).

Despite significant progress in the area of high angles of attack studies in the last 20
years, there is still little publicly available aerodynamic data for aircraft at these angles, due to
the fact that most of the aircraft operating in these regimes are military. However, known data
([40] for example) show that the behaviour of an aircraft at high angles of attack is hardly
predictable without experimental testing, and that it depends on many factors, both geometri-
cal and aerodynamic, which are often not taken into account. They include, for example, any
asymmetry of the aircraft and the sign of rate of change of angle of attack.

Due to these difficulties, the approximate models used in this research are based upon
general aircraft behaviour and may not approach the behaviour of the actual aircraft. In par-
ticular, post-stall angles of attack are simply associated with drop of lift and rise of drag and
appropriate change of moments with typical profile for the Ariel’s aerodynamic configuration,
without attempt to simulate asymmetrical stochastic flow which may be necessary, for exam-
ple, for simulation of spin. Also, tail blanketing is not modelled as well. However, the aircraft
model is used simply for demonstration and testing of the controller development, therefore
the lack of correlation to the real aircraft should pose little or no problem. Actually, the choice
of the Ariel itself is fairly arbitrary—any UAV of its class could be used. For a complete con-
trol design to physical implementation for a specific UAV, high accuracy models of the actual

![Fig. 3.3: Extended basic aerodynamic characteristics (wing body only, no flaps)](image-url)
The control design will incorporate some robustness to model mismatch; however, it is desirable for the simulation model to match reality as closely as possible.

The first modification is extending the angle of attack range into both negative and positive regimes. The measured in wind tunnel range includes post-stall angles of attack (see Table III in [153]); however, the testing did not investigate the post-stall behaviour, although the stall angles of attack and peak lift values were detected for each flap setting. The aerodynamic data beyond the range of $-4.9 \ldots 15.5$ degrees (no flaps) is extrapolated according to general behaviour of a straight untapered wing with relatively high aspect ratio and known aerofoil [40, 47, 175]. The plots of the extended lift, drag and pitching moment curves in the most important range of $\alpha = -20 \ldots 40$ deg. are shown in Fig. 3.3.

In a similar process, the effects of higher sideslip angles, as well as the effects of high angles of attack on the control surface data, are incorporated into the relevant aerodynamic data. The full models can be found in Appendix A.2 of [47].

### 3.1.2.3 The propulsion model

The *Ariel* uses pusher-prop configuration with three blade constant pitch propeller. The propeller is powered by an internal combustion engine with a maximum power output at sea level of $P_{\text{max}0} = 5.6$ kW (according to the manufacturer’s specifications). The engine and propeller model closely follows that outlined in [153] and is briefly discussed here.

The maximum engine power varies with atmospheric conditions. The allowance is given to the most contributing factor—ambient air density ratio $\frac{\rho}{\rho_0} = 1.225 \text{ kg/m}^3$:

$$P_{\text{max}} = P_{\text{max}0} (1.1324 \bar{\rho} - 0.1324)$$

(3.23)

The engine control is defined in terms of throttle lever angle $\delta_t$, expressed as a fraction in the range from 0.01 (idle) to 1.0 (maximum available power). Thus, the engine power output is given linearly as

$$P = \delta_t P_{\text{max}}$$

(3.24)

The propeller is modelled using momentum blade element theory, based upon a Clark Y aerofoil section, and also includes induced flow effects. In [153], high order polynomial functions of engine advance ratio $J$ were generated for each of the four coefficients:
\[ C_T = \frac{T}{\rho n^2 D^4} \]

\[ C_P = \frac{P}{\rho n^2 D^5} \]

\[ C_z = \frac{F_z}{\rho n^2 D^4} \]

\[ C_G = \frac{M_G}{\rho n^2 D^5} \]

where \( T \) is propeller thrust, \( P \) is propeller power, \( F_z \) is propeller normal and side force, \( M_G \) is propeller gyroscopic moment (yawing and pitching moments)

Like with aerodynamic data, in the current model the polynomials are converted to 2-D look-up tables for simulation speed and stability issues.

The engine advance ratio is calculated by:

\[ J = \frac{V_{Tp}}{n D} \]

where \( V_{Tp} \) is the propeller tip speed, \( n \) is the engine rotational speed, \( D \) is the propeller diameter

For a given engine power output (3.24), a corresponding advance ratio can be found through the second equation of (3.25), numerically solving the corresponding polynomial equation \( C_P = f(J) \). However, this tends to be computationally expensive and inefficient to perform at every time step. To circumvent this problem, one more look-up table containing a pre-calculated range of advance ratio values corresponding to different power values is generated.

As the final step, the engine forces and moments are transformed from the engine axes into the aircraft body axes.

### 3.1.2.4 Sensor and actuator models

The aircraft simulation includes simple dynamic models of the aircraft control actuators and the aircraft sensor bank. Their characteristics are similar to those used in [47].

The control surface actuators are modelled as second order linear systems having the general form

\[ \ddot{x} + 2 \zeta \omega x + \omega^2 x \]

All control surface actuators are assigned with a natural frequency of 10 Hz (62.8 rad/s) and a damping coefficient of 0.6. This gives the transfer function in the Laplace form as

\[ G_{\delta_{\text{actual}}}^{\delta_{\text{demand}}} = \frac{\omega^2}{s^2 + 2 \zeta \omega s + \omega^2} = \frac{3947.8}{s^2 + 75.4s + 3947.8} \]

(3.27)
There are also non-linear parameters applied, such as positional and rate saturations. The rate limit for all actuators is taken as ±250 degrees per second, while positional limits differ for different control surfaces: ±16 degrees for rudder and ailerons, and −32 to +16 degrees for elevator (negative values for nose-up control).

The engine throttle control dynamics is a simple aperiodic function with a relatively large time constant of 1 second. This gives the throttle transfer function as

\[ G_{\text{throttle}} = \frac{1}{s+1} \]  \[ (3.28) \]

This dynamics is assumed for both power up and power down. As mentioned in the previous section, the throttle has positional limits of 0.01 to 1.0, plus the rate limit of ±2 per second.

The UAV is assumed to have the following onboard sensors:

- rate gyros (measuring body angular rates \( \omega_x, \omega_y, \omega_z \));
- strapdown INS (uses rate gyros to calculate Euler angles \( \gamma, \psi, \theta \));
- accelerometers (measuring body accelerations \( a_x, a_y, a_z \));
- velocity and angle vanes (measuring airspeed \( V_a \) and wind angles \( \alpha, \beta \));
- altitude sensor;
- control surface sensors (measuring actual deflection of control surfaces \( \delta_a, \delta_r, \delta_e \));
- engine sensor (measuring engine speed).

Each measurement sensor is assumed to have simple aperiodic dynamics in the form

\[ G_{\text{sensor}} = \frac{1}{\tau s + 1} \]  \[ (3.29) \]

The time constant for each sensor is taken as 0.04 seconds. The positional and rate limits are individual and listed below:

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Positional Limit</th>
<th>Rate Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer</td>
<td>100 ms(^{-2})</td>
<td>400 ms(^{-2})</td>
</tr>
<tr>
<td>Gyro</td>
<td>2(\pi) rad</td>
<td>8.7 rad s(^{-1})</td>
</tr>
<tr>
<td>Rate Gyro</td>
<td>8.7 rad s(^{-1})</td>
<td>8.7 rad s(^{-2})</td>
</tr>
<tr>
<td>Velocity Vane</td>
<td>100 ms(^{-1})</td>
<td>1000 ms(^{-2})</td>
</tr>
<tr>
<td>Angle Vane</td>
<td>0.5 rad</td>
<td>5 rad s(^{-1})</td>
</tr>
</tbody>
</table>

*Table 3.1 Positional and rate limits of the sensors*

Noise characteristics are included as well, with a moderate amount of noise placed upon the accelerator and gyro readings and a large amount of noise included in the vane readings. Noise is simulated by adding a white noise signal with appropriate power. Since the exact amount of noise for each sensor is not specified, the maximum possible noise power will be determined in the robustness tests in Chapter 6.
### 3.2 Atmospheric model

A critical part of any aircraft simulation is the model of the atmosphere. As long as large scale nature (such as climate) is not considered, the model can be divided into two basic parts: an altitude profile and a model of the movement of the air (wind model).

**Altitude profile.** Although expected altitude changes are relatively small for the ship landing scenario, a model of standard altitude profile can be incorporated because it is very simple and widely used. A thorough description of the standard altitude profile can be found in many sources, for example, MIL-STD-210C [1].

In the current implementation, analytical calculation of the atmospheric parameters has been used instead of look-up tables. The key parameter is the ambient air temperature. At zero altitude (mean sea level, MSL) it is defined as 288.15K (15°C), and it falls by 6.5K every thousand metres of altitude until 11000 m. At higher altitude the temperature becomes constant and then starts to rise, but it was not implemented in the model, as these altitudes lie beyond the operational ceiling of the aircraft, not to say about landing conditions.

**Air pressure** is calculated from the temperature as

\[
P(T) = P_0 \left(\frac{T}{T_0}\right)^{5.25588} \text{[Pa]},
\]

where \(P_0=101325 \text{ Pa}\) is the reference air pressure at MSL, and \(T_0=288.15K\) is the reference temperature at MSL.

**Air density** is defined as a function of both air pressure and temperature, given above:

\[
\rho(T, P) = \frac{P}{287.0529 \cdot T} \text{[kg/m}^3\text{]}.
\]

And **speed of sound**, if needed, can be easily calculated as

\[
a_s(T) = 20.0468 \cdot \sqrt{T} \text{ [m/s].}
\]

**Wind model** is the critical part of the simulation model. It consists of four main components:

- Steady wind;
- Atmospheric turbulence;
- Gusts;
- Ship airwake.

These components are described in the following sections. It should be noted that the wind model applies through the aircraft force equations. Essentially, it represents an additional airspeed vector on the aircraft: it changes airspeed, angle of attack and sideslip. The wind can be assumed as a disturbance from the environment and investigated from the point
of view of the robust characteristics of the designed control system. In addition, knowledge of the current environment conditions (e.g. wind strength and direction), either measured on-board or supplied remotely, can be used by the controller to improve its performance.

### 3.2.1 Steady wind model

The steady wind model is extremely simple. It consists of only two parameters: wind magnitude and direction, which are usually selected before simulation. In reality, both of them depend on altitude and surrounding terrain; moreover, they can change with time. However, as this research is focused on short term low altitude oceanic flights, only the most significant variation is taken into account—the variation of wind speed with altitude.

According to the wind model suggested in the military standard [4], the reference wind conditions \(W_0\) are assumed to exist at 6 m (20 ft) above ground level or MSL. Magnitude of the wind velocity varies with altitude according to

\[
W(H) = W_0 \frac{\ln(H/H_0)}{\ln(6/H_0)}
\]  

where \(H_0\) is the altitude of zero wind.

\(H_0 = 0.05\) m for Category C flight phases, and

\(H_0 = 0.6\) m for other flight phases.

According to [4], Category C are ‘terminal flight phases that are normally accomplished using gradual manoeuvres and usually requiring accurate flight path control.’ As this research focuses on the landing task, the model is fixed to \(H_0 = 0.05\) m and the altitude is restricted to about 300 m.

### 3.2.2 Turbulence model

Turbulence is usually simulated by filtering wide band white noise, thus producing a stochastic output of a given spectrum. The filters are designed so that the output simulates the changing wind velocity at the location of the aircraft. There is no need to simulate the whole field of ambient turbulence, unless the scale of turbulence is comparable to the size of the aircraft itself. Therefore, it is more convenient to think in terms of spatial frequency \(\Omega\), with an aircraft flying through a ‘frozen’ turbulence field with a given speed \(V\). The spatial frequency is related to circular frequency through the aircraft’s true airspeed:

\[
\Omega = \frac{\omega}{V_a} \text{ [rad/m]}.
\]

An obvious limitation of this approach is that it cannot simulate the influence of turbulence at zero airspeed. This is not important for this research as hovering or other techniques involving near-zero airspeed are not considered.
There are two most commonly used turbulence models: the von Kármán model and the Dryden model [96]. They are very closely related as the Dryden model is a simplified version of the von Kármán model. The advantage of the Dryden model is that its power spectral densities are rational functions and thus can be used in their exact form for building white noise filters.

However, of the two spectra, the von Kármán gives the better fit to observed data and also is supported by theory. It is the standard for design use [96], p. 46. It is allowed, nevertheless, to use the Dryden model, ‘when no comparable structural analysis is performed or when it is not feasible to use the von Kármán form’ [5]. The difference between the Dryden and von Kármán form is basically a small variation in the high frequency content [79, 145].

Being a small aircraft, the UAV similar to Ariel in size may be susceptible to high frequencies, although its airspeed may not be high enough to produce much of them. In any case, present-day computational limitations allow for use of high order filters without significant time penalty. Therefore, the von Kármán model has been chosen for this application.

The von Kármán power spectral densities (PSDs) for each translational velocity component are specified in [5] as follows:

\[
\Phi_x(\Omega) = \sigma_x^2 \frac{2L_x}{\pi} \frac{1}{\left[1 + (1.339L_x\Omega)^2\right]^{5/6}}
\]

\[
\Phi_i(\Omega) = \sigma_i^2 \frac{L_i}{\pi} \frac{1 + \frac{8}{3}(1.339L_x\Omega)^2}{\left[1 + (1.339L_i\Omega)^2\right]^{11/6}}
\]

where \(i \equiv y \text{ or } z\), vertical and lateral component respectively (their PSDs are similar).

In these formulas \(\sigma_i\) is the turbulence intensity in the direction \(i\) and \(L_i\) is a scale length for the respective direction. It is interesting to note that these parameters are defined differently in various sources, for example, [5] and [3], despite the PSDs being the same. The fact is that the gust response depends hardly at all on \(L\)—any value, as long as it is not too small, can be selected as long as it is used consistently ([96, p.47]). This research follows the guidelines specified in [5] and [4] for low-altitude flight (with the conversion to the metric system).

The turbulence intensity \(\sigma\) depends on steady wind. Using section 3.7 of MIL-F-8785C [5], turbulence intensities are

\[
\sigma_y = 0.1W_0
\]

\[
\sigma_x = \sigma_z = \sigma_y \left(1 \div \left(0.177 + 0.000823H\right)^{0.4}\right)
\]

and the turbulence scale lengths
\[ L_y = 300 \text{ m} \quad \text{for} \quad H > 300 \text{ m} \]
\[ = H \quad \text{for} \quad 300 \text{ m} > H > 3 \text{ m} \]
\[ = 3 \text{ m} \quad \text{for} \quad 3 \text{ m} > H \]

\[ L_x = 300 \text{ m} \quad \text{for} \quad H > 300 \text{ m} \]
\[ = \frac{H}{(0.177 + 0.0027H)^{1/2}} \quad \text{for} \quad H < 300 \text{ m}; \]
\[ L_x = 23 \text{ m} \quad \text{if} \quad L_x < 23 \text{ m}. \]
\[ L_z = L_x \]

The model can be extended to include rotational velocity components. However, their effect is hardly worth double complication of the turbulence model. The MIL-HDBK-1797 [4] states the conditions when rotational turbulence may be considered important. For example, the rolling disturbance (which is usually the most significant component) is important only if

\[ \sqrt{\frac{b_a}{2L_x}} |m_x^{\alpha\beta}| > |m_x^{\rho\rho}| \]

(3.38)

Here \( b_a \) is the aircraft’s mean aerodynamic chord. For the Ariel UAV, the left part of this inequality ranges from approximately 0.14 to 0.015 \([1/\text{rad}]\) with altitude (0 to 300 m respectively), while the right part varies from 0 to 0.014 \([1/\text{rad}]\) across the whole operational envelope (0.026 being the maximum value, extrapolated to extreme sideslip angles). Therefore, the effect of rotational turbulence components has been neglected.

One more remark should be made about mutual influence of the translational velocities. ‘Whilst it is known that significant correlation exists between the \( W_x, W_y \) and \( W_z \) components of turbulence, there is at present insufficient information to allow realistic representation of such correlation. Consequently, the three components may be assumed to be uncorrelated’ [3].

The simulation requires time domain modelling of the velocities based on the above spectra. In order to do that, filter transfer functions for each velocity component must be developed. These transfer functions are related to the respective PSDs as functions of temporal frequency \( \omega \):

\[ |\mathcal{F}(i\omega)|^2 = \Phi(\omega) \]

(3.39)

As the von Kármán PSDs are not rational functions, a rational polynomial approximation must be generated for each transfer function. Ready for use third-order transfer functions

---

1. At the time of publication, the MIL-HDBK-1797 handbook has been reverted to the MIL-STD-1797 military standard.
can be found in [4] (Boeing linear filter forms) and MATLAB’s reference to the Aerospace Blockset [142]. In this research, the latter ones are used, although both forms have good agreement (note that the Boeing functions in [4] lack the $\sigma\sqrt{V/L}$ coefficient). According to [4], a third-order representation provides correct approximation of the spectral content up to 100(V/L) rad/s; however, a second-order filter was chosen for the longitudinal component, because it delivers approximately the same precision for the simpler $\Phi_\sigma$ function.

For making the following formulas more readable, let us define

$$q_i \equiv \frac{V}{L_i}$$

where $i$ can be $x$, $y$ or $z$ for the respective velocity component. Then the linear filter transfer functions in Laplace form will be

$$T_i(s) = \sigma \sqrt{q_i} \frac{1.258s + 5.033q_i}{s^2 + 6.829q_i s + 5.033q_i^2}$$

$$T_j(s) = \sigma \sqrt{q_j} \frac{2.208s^2 + 17.855q_j s + 6.498q_j^2}{s^3 + 12.836q_j s^2 + 19.466q_j^2 s + 6.498q_j^3}$$

(3.40)

where $j = y$ for normal velocity transfer function and $z$ for lateral velocity transfer function. Note that in contrast to [142], the transfer functions are given in the ‘physical form,’ with the highest order coefficient in denominator of 1—this makes it easier to build a state-space representation of the filters.

### 3.2.3 Gust model

The gust model uses the ‘1 – cosine’ model, specified in [4] and [96] as a standard tool for design and evaluation purposes:

$$W = 0 \quad , \text{for } x < 0;$$

$$W = \frac{W_{\text{max}}}{2} \left[1 - \cos \left(\frac{\pi x}{l_m}\right)\right] \quad , \text{for } 0 \leq x \leq l_m;$$

$$W = W_{\text{max}} \quad , \text{for } x > l_m.$$  

(3.41)

Here $W$ is gust velocity, $W_{\text{max}}$ is maximum gust velocity, $x$ is the distance travelled and $l_m$ is the ramp length.

Assuming the aircraft is travelling at near constant velocity during the gust rise, the distance variable $x$ can be replaced with a time variable.

Several gusts may be superimposed, all having different directions and magnitudes. For a pilotless aircraft, gusts are usually preset at specified time or space positions to check the aircraft’s response in a worst case scenario. However, they may be randomly allocated to closely simulate real world environment.
3.2.4 The airwake model

Unlike the launch case scenario, ship airwake is very important for landing an aircraft on board a ship. In most cases, the aircraft approaches the ship from the downwind side, which allows to reduce the relative approach speed while maintaining the airspeed high enough to fly. On the other hand, a ship generates a significant amount of turbulence behind which actually can be far greater than the ambient free-air turbulence. This effect cannot be neglected.

However, no appropriate airwake model has been found. Despite that there is a lot of preliminary research on ship airwake models (see also discussion in Section 2.2.1.3), these models are either insufficient or military based and as such unavailable. In the case of launch [47], the effect of the airwake has been neglected, which was rather an appropriate simplification for the launch, but is inappropriate in this research. Therefore, an attempt to build a suitable airwake model has been made in this work.

3.2.4.1 Discussion

It is possible to build an approximation to ship airwake using the motion of the ship and the wind as inputs. However, even a simple custom model which could provide adequate and reliable results is worth separate research. As this is not the major component of the current study, this approach has been rejected. Nevertheless, even a simplified airwake model requires significant research effort. Only the model which assures adequate and reliable results can be used, thus it requires appropriate verification and validation. The research in this area is out of the scope of this thesis; however, it could be considered for future investigation.

One of the possible ways to overcome the problem is employment of a common turbulence profile (von Kármán, for example, which is used for generating the free-air turbulence, see Section 3.2.2), applying greater intensity in the area affected by the airwake. After all, the purpose of the model is to test the landing controller in various conditions to ensure that the controller design meets its objective. Added ‘severity’ of turbulence could roughly simulate harder conditions within the airwake. This is the easiest way; however, such simplification has some significant disadvantages.

First, the amount of added intensity is unknown and can only be roughly estimated. This is not a major concern, considering the stated objective. Nevertheless, it is obvious that the turbulence changes within the airwake (at least, the closer to ship, the more intense the turbulence is), which makes the flight unsteady. This is a qualitative change and may affect the controller. However, the profile which could realistically reflect such a variation of the turbulence parameters is hardly possible to estimate and almost impossible to validate, considering the lack of actual data.
Second, it is evident that there are components in the airwake that cannot be simulated as a filtered noise similarly to the free-air turbulence models. For example, a significant amount of up and downwash should be expected. These components may affect the aircraft as well.

The way out of this situation has been found in using a specialised airwake model as a base for a more universal model suitable for this research. This specialised model is described in the US military standard MIL-F-8785C [5] and its further development MIL-HDBK-1797 [4]. Actually, this is the only publicly available airwake model found which is reliable, proven, comprehensive enough and, on the other hand, allows real-time (or faster) simulation.

However, this model has some restrictions, most of them coming from its specific purpose:

- The MIL-F-8785C airwake model has been developed for the case of landing of a conventional (piloted) aircraft on a carrier-sized ship (length of approx. 300 m).
- The model describes the properties of air disturbances only along the standard glidepath of the landing aircraft: that is, with ≈4 degrees glideslope; approaching from the downwind side when the ship is moving along the wind; and within a narrow angle of a few degrees from the longitudinal axis of the carrier.
- It is valid, apparently, for the conditions which are normal or nearly normal for landing of a piloted aircraft. This implies, for example, the pitch motion of the carrier within 2–3 deg. An UAV is expected to cope with severer conditions.
- The purpose of the model is not simulation of the airwake as such, but the use of it as a component of a simulation environment aimed to estimate flying qualities of a piloted (including remotely piloted) aircraft.
- Taking a human pilot into account has its influence, especially in randomisation of the processes involved. For example, a simple harmonic approximation of the ship angular motion may be sufficient for automatic control, while a human pilot starts to predict such a simple motion very quickly. In this sense, an airwake model for a UAV may be simpler.

Despite all these limitations, it is believed that the model can be redesigned to include a broader spectrum of conditions. As this work is fairly insightful and creative, it is described more thoroughly in the next section.

### 3.2.4.2 The airwake model design

First of all, the objective should be kept in mind: to build a model which provides an adequate effect on the UAV during landing on a ship. It is not the point to simulate the whole three-dimensional airwake. Secondly, despite its importance, the airwake has only indirect
effect on the aircraft and is used as a measure to estimate the aircraft’s qualities and the robustness of the controller, similar to the general ambient turbulence (see Section 3.2.2). Therefore, the airwake properties are considered only to the point of how they influence the aircraft and the landing.

The MIL-F-8785C airwake model does not replace the common free-air disturbance model; instead, it supplements it. The airwake model consists of four parts:

- Free-air turbulence (ambient turbulence in the airwake, independent of the aircraft relative position);
- Steady component (up/downwash, tail/headwind);
- Periodic component, caused by the ship angular motion;
- Random component (ship-related random turbulence).

All components are expressed as velocities of the air at the position of the aircraft in the wind-over-deck axes $O_{xw}y_{w}z_{w}$. This axis frame corresponds to the inertial frame $O_{xg}y_{g}z_{g}$, rotated about the $y_{g}$ axis so that the $x_{g}$ axis is aligned with the mean wind over deck vector ($V_{wd}$), and translated to the aircraft c.g. position. The $V_{wd}$ vector consists of combined wind vector and inverse ship velocity, thus representing the wind direction and intensity as felt on the ship deck.

Basically, the free-air and random components are obtained by filtering white noise through the specific filters, much like the von Kármán and Dryden models described above. The steady component is given as an approximation of the wind function of the distance from the ship. Finally, the periodic component is simulated as a harmonic oscillation of the wind vector and depends on periodic ship motion and the distance from the ship. Needless to say all components depend on the wind over deck velocity.

The MIL-F-8785C model is limited to the distance of 800 m (1/2 nm) aft of the ship. This is less than three lengths of the ship itself, but it is deemed to be adequate. For a common fixed-wing aircraft it represents the last 10–15 seconds of approach.

The main challenges arising in generalisation of the model are:

- to scale down the airwake appropriately with the ship size;
- to cope with any relative wind direction, not only aligned with the ship;
- to provide smooth transitions when moving in and out of the airwake, because the landing strategy may choose to cross the airwake instead of approaching entirely from the ship’s downwind side.

The first problem, scaling down, is not crucial in obtaining the whole picture of the airwake. Indeed, it can be assumed that the shape of the airwake (at a relatively far distance) is approximately the same for both bigger carrier and smaller frigate, because the difference in Reynolds numbers is fairly small for the given conditions (2–4 times) and both the numbers
are of the same scale of tens of millions (with respect to the ship length). Therefore, the overall properties of the turbulent wake (mainly intensity and spectrum) remain approximately the same for a frigate-sized ship.

Somewhat less apparent is the ‘physical size’ of the airwake. Generally, the smaller the ship, the smaller the length of the airwake. Theoretically, the length is infinite, but practically it can be defined as the distance where the turbulence intensity falls by a given percent. Nevertheless, considering the large scale of the turbulence, the wake fades out slowly and so the length decreases ‘slower’ than the ship dimensions. However, the degree of this reliance is barely predictable for such a large Reynolds number. Therefore, a simple assumption can be taken as a good compromise between complexity and use. After all, the only point here is to scale a coefficient to the turbulence intensity; it does not have much effect on the image of forces acting on the UAV, but rather affects how fast it changes during approach. As a human being is not involved, even an error of 2–3 times should not affect the results. For this research, a direct linear dependency is taken: the length of the airwake changes exactly the times of the ship size. The characteristic width of the airwake is assumed to be the size of the ship itself and be constant along the wake trail.

The direction of the airwake supposed to be aligned with the mean wind over deck vector \( V_{wd} \). The original MIL-F-8785C model is designed for the case when \( V_{wd} \) is directed approximately towards the stern of the carrier; that is, for the case of headwind (more precisely, for the \( V_{wd} \) aligned with the landing runway of the carrier, which is tilted 14 degrees from the longitudinal axis of the ship for the Nimitz-class carrier). This is a common situation for piloted aircraft; however, as discussed in Section 2.1, it may be impractical to change ship heading only for the landing of a small UAV. Therefore, all \( V_{wd} \) directions should be considered.

The \( V_{wd} \) direction affects primarily two airwake components: steady and periodic ones. First, let us consider how side wind could change the steady airwake component.

The figure from [4] which illustrates steady wind functions is shown in Fig. 3.5. A scaled ship silhouette below the X axis demonstrates the relative positions of key points of the functions. It can be seen that the main origin of the airwake (from the point of view of the approaching aircraft) corresponds to the isle position. In addition, strong upwash exists at the upwind edge of the ship deck. These facts are fairly obvious to be taken as assumptions for the extended model.

Although the typical deck layout of a frigate is more complex than that of a carrier, only one point on the deck can be taken realistically as the ‘airwake generator’ for a simple model. Therefore, the deck is assumed as a flat surface with one island. In addition, given that frigate-class ships are more symmetrical, the model can be simplified further by assuming that
the island is positioned on the centreline of the deck (Fig. 3.4). This assumption is useful for calculation of the position of ‘airwake origin’ relative to the ship pitch centre, which is taken as the origin of the ship axis frame. It should be added that the steady component model shown above is valid, apparently, only when the aircraft passes near the island, what actually happens with carrier landings. For an aircraft passing over the island, the picture of up/downwash will be different; however, this will not be simulated due to lack of actual data. In addition, it is unlikely that the UAV will travel over the ship in the proposed cable hook recovery procedure.

As a result, the difference from the standard military model is the length of the ‘flat’ upwind portion $X_{uw}$ (see Fig. 3.4) between the ‘origin point’ (approx. –67 m (–220 ft) in Fig. 3.5) and the ‘end point’ (150 m (500 ft) in Fig. 3.5). Plus, the distance (X axis) will be scaled down according to the ship size (see above), and the axes origin will be shifted from the pitch centre to the island position to simplify calculations.

**Periodic component** of the airwake is rather more difficult to generalise. The most important limitations are:

- The MIL-F-8785C model takes into account pitch motion only. This is enough if the glidepath is close to the longitudinal axis of the carrier; however, approaching, for example, from the side of the ship will require taking roll motion into consideration as well. All the same, the influence of pitch and roll motions on the airwake
is fairly different. Unfortunately, there are no specific data available for such a complex motion. It can only be speculated that pitch motion has greater influence on the vertical wind component (and this is seen from [4]), while roll motion influences mostly the longitudinal (tail/headwind) component of the wind, or at least has comparable effect on both of the components due to the geometry of the vessel.

- Normally, operational pitch amplitude of a carrier lies within 2.5–3 degrees even in rough sea conditions [16]. The same amplitude for a smaller ship will be far greater, not to say about roll oscillations which may reach 30° (see Table 3.3 below). Although the amplitude is included into the periodic components linearly ([4], p. 688), this linearity can be invalid beyond the range of motion of a carrier. However, for Sea State 6 (the worst case considered), pitch amplitude of a frigate is about 4.8 degrees (Table 3.3), which is still within linear range. Only roll motion (up to 29 degrees amplitude) falls far beyond.

- No sway or other linear motions are considered. In addition, ship motions are assumed to be simple harmonic oscillations (see Section 3.3). However, these assumptions may be taken as is to keep the model as simple as possible.

Considering the above, it can be concluded that only pitch influence can be simulated realistically enough on the basis of available data. Therefore, the periodic component is limited to about ±20 deg. around the longitudinal axis of the ship. If the UAV approaches from the side of the ship, the component should be inhibited. In addition, in order to estimate the importance of these periodic wind vector oscillations, landings from the stern of the ship will be carried out both with and without the periodic component. If they happen to have great influence, simulation of landings from the side should be considered less valid and suggested for further research.

The last noted problem, providing the smooth transition across the airwake, is rather qualitative and can be implemented simply enough by applying any appropriate bell-shaped function to the airwake wind vector. The fade-out function chosen is

$$k_s(d) = e^{-(c_d)^2}$$

(3.42)
(see Fig. 3.6), where $d$ is the distance between the aircraft position and the ‘axle’ of airwake, expressed in ship lengths (Fig. 3.7).

### 3.3 Ship model

Ship motion is very important for the simulation environment. It not only directly affects the chances of successful landing, but also influences other parts of the environment, for example, ship airwake properties (see Section 3.2.4 above). The ship model is used to approximate the effects of ship motion in various oceanic conditions.

The model generally follows the one described in [47], which was used in the launch case scenario for the same UAV. Several minor adjustments has been made to allow it to handle specific landing conditions.

The following sections briefly describe both the dynamic model of the motion and the physical model used to estimate the actual parameters of the motion.

#### 3.3.1 Dynamic model

Usually ship motion is dynamically modelled like the motion of any rigid body, using a six-degree-of-freedom model of the ship with equations of motion very similar to those of an aircraft. The forces acting on the ship arise from gravitational, buoyancy, hydrodynamic and propulsive forces.

The motion of a ship is described in terms of three Euler angles roll, yaw and pitch, relating to rotations about the axis $x$, $y$ and $z$ respectively, and three translational terms, called surge, heave and sway, corresponding to motions in the $x$, $y$ and $z$ directions respectively.

However, an accurate simulation of ship motion is not the major issue of this research. In addition, there is no need to simulate any particular existing ship, but rather the motion of some ‘abstract’ ship of the frigate class. This allows to turn from physical modelling, based on the Newton’s second law, to the much simpler statistical modelling, which describes the
motion itself directly. Instead of simulating the forces acting on the body and the applicable 
laws of nature, this approach simulates the resulting motion directly. The simulated motion is 
adjusted so that it resembles the motion of a real ship.

The equations for such a motion are derived from the observed motion of a real ship or 
the comprehensive physical model. Despite the simplicity of the dynamic model, it can take 
into account a full range of external variables, such as Sea State, ship mass etc.

The most important component affecting the UAV recovery is pseudo-periodical mo-
tion caused by oceanic waves. This motion is superimposed with the base forward (or, 
broadly speaking, commanded) motion, which is usually predefined before simulation and 
forms one of the landing conditions.

In general, wave motion is highly periodic with slightly varying frequencies and ampli-
tudes. The severity of the wave amplitude is measured by a scale known as the Sea State. This 
scale associates an average wave height with a qualitative description of the waves and as-
signs it a number. The scale can be found in [2], p. 450 (see also [47]), and is shown in Table 
3.2.

<table>
<thead>
<tr>
<th>Sea State</th>
<th>World Meteorological Organisation Description</th>
<th>Significant Wave Height (m)</th>
<th>Design Wave Slope</th>
<th>Design Wind Speed (kn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Calm (glassy)</td>
<td>0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1</td>
<td>Calm (ripples)</td>
<td>0–0.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>Smooth (wavelets)</td>
<td>0.1–0.5</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>Slight</td>
<td>0.5–1.25</td>
<td>1:20</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>Moderate</td>
<td>1.25–2.5</td>
<td>1:16</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>Rough</td>
<td>2.5–4.0</td>
<td>1:12</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>Very Rough</td>
<td>4.0–6.0</td>
<td>1:10</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>6.0–9.0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>Very High</td>
<td>9.0–14.0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>Phenomenal</td>
<td>Over 14</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.2 Sea State parameters

The Significant Wave Height (SWH) is defined as the average value of the height (ver-
tical distance between trough and crest) of the largest 1/3 of waves present.

In this research, the ship motion model is based upon the premise of simple harmonic 
motion:

\[ y = A \sin (\omega t + \phi) \]  

(3.43)

where \( A \) represents the amplitude of the motion, \( \omega \) the frequency and \( \phi \) the initial phase. This assumption is a commonly used approximation for ship motion when the absolute details of 
the ship motion itself are not the focus of the study. This form of motion should provide a 
good enough approximation to the ship conditions. However, a few additional observations 
should be taken into account.
Any simple determined form of motion, like simple harmonic oscillation, can be used only if the landing controller is incapable of predicting the motion on the basis of observable data. (Such prediction can be used for on-the-fly adjustments.) While determined motion can be predicted for virtually any time in advance, in reality ship motion is a stochastic process and the prediction of the ship position for more than few seconds with adequate precision is an extremely challenging task [192, 229]. Therefore, for some types of adaptive controllers (including, of course, a human being as a special case), a more realistic form of ship motion should be sought. In this research, prediction of the ship position is not used in the controller development, therefore simple harmonic oscillations are adopted.

Another consideration indirectly follows from the above one. A determined motion will result in exactly the same ship position for any number of runs with the same timespan. This can bias the results. Therefore, some sort of randomisation should take place, especially between multiple runs with similar conditions. As the amplitude and frequency of the harmonic approximation are predetermined by many variables (the most important of them being the Sea State, the wave direction and the ship speed), a natural way of randomisation is selecting a random initial phase. This should be done separately for each degree of freedom.

As the result of the above, the current model uses a six-degree-of-freedom decoupled harmonic motion approximation to simulate the three translational and three rotational components of ship motion. The initial phase for each degree of freedom is randomised, and the amplitude and frequency for each degree of freedom is determined by the physical model.

### 3.3.2 Physical model

The data used for the physical model in this research are based on a frigate size naval vessel such as that shown in Fig. 3.8. The Australian navy operates two classes of vessel that fall into this type of ship: the Oliver Hazard Perry Class FFG frigate and the ANZAC Class frigate [47]. These two classes are somewhat similar in size and geometry, with the displacement ranging from about 3600 to 4100 tons (see Fig. 3.9).

Generic data on the parameters of motions were obtained from [99], which describes the motion of the FFG Sydney, and also from the standard statistics used to describe wave motion [173], applied to an ANZAC frigate. The standard statistical form uses a Root Mean Square (RMS) value, defined as the most frequent wave amplitude $A_{\text{RMS}}$. Other important values are derived from the RMS value. These include: the average amplitude, which is defined as $1.25A_{\text{RMS}}$; the Significant Wave Height (SWH), defined as the average amplitude of the largest 1/3 waves present, which is $2A_{\text{RMS}}$; and the average amplitude of the top 1/10 waves, defined as $2.55A_{\text{RMS}}$. 
The relationship between the SWH and the Sea State is shown in Table 3.2. The frequencies of motion are independent of the Sea State; however, the wave heading angle does have an effect (likewise, it has an effect on the amplitude). The wave heading angle is defined as the relative heading of the wave to the ship, where 0° corresponds to a wave travelling in the same direction as the ship.

Some of the sample values of the amplitude and frequencies are shown in Table 3.3 and Table 3.4. Obviously, Sea State 8 is an extreme condition, with over 60° roll amplitude. Like with the launch case [47], Sea State 6 has been chosen preliminary as the worst case scenario for landing.

<table>
<thead>
<tr>
<th>Sea State</th>
<th>2</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave Direction, deg</td>
<td>0</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>Surge Amplitude (X), m</td>
<td>0.235</td>
<td>0.149</td>
<td>2.830</td>
</tr>
<tr>
<td>Heave Amplitude (Y), m</td>
<td>0.211</td>
<td>0.277</td>
<td>2.532</td>
</tr>
<tr>
<td>Sway Amplitude (Z), m</td>
<td>0.137</td>
<td>0.232</td>
<td>1.652</td>
</tr>
<tr>
<td>Roll Amplitude (γ), deg</td>
<td>2.216</td>
<td>2.385</td>
<td>26.59</td>
</tr>
<tr>
<td>Yaw Amplitude (ψ), deg</td>
<td>0.165</td>
<td>0.175</td>
<td>1.991</td>
</tr>
<tr>
<td>Pitch Amplitude (θ), deg</td>
<td>0.399</td>
<td>0.308</td>
<td>4.791</td>
</tr>
</tbody>
</table>

Table 3.3 Sample Ship Amplitudes (top 1/10 waves)

<table>
<thead>
<tr>
<th>Wave Direction, deg</th>
<th>0</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surge Frequency, Hz</td>
<td>0.073</td>
<td>0.074</td>
<td>0.080</td>
<td>0.089</td>
<td>0.096</td>
<td>0.096</td>
<td>0.096</td>
</tr>
<tr>
<td>Heave Frequency, Hz</td>
<td>0.076</td>
<td>0.082</td>
<td>0.090</td>
<td>0.098</td>
<td>0.099</td>
<td>0.098</td>
<td>0.097</td>
</tr>
<tr>
<td>Sway Frequency, Hz</td>
<td>0.082</td>
<td>0.086</td>
<td>0.089</td>
<td>0.095</td>
<td>0.095</td>
<td>0.097</td>
<td>0.095</td>
</tr>
<tr>
<td>Roll Frequency, Hz</td>
<td>0.114</td>
<td>0.113</td>
<td>0.114</td>
<td>0.115</td>
<td>0.116</td>
<td>0.116</td>
<td>0.116</td>
</tr>
<tr>
<td>Yaw Frequency, Hz</td>
<td>0.102</td>
<td>0.099</td>
<td>0.106</td>
<td>0.104</td>
<td>0.108</td>
<td>0.106</td>
<td>0.108</td>
</tr>
<tr>
<td>Pitch Frequency, Hz</td>
<td>0.086</td>
<td>0.087</td>
<td>0.102</td>
<td>0.116</td>
<td>0.128</td>
<td>0.125</td>
<td>0.124</td>
</tr>
</tbody>
</table>

Table 3.4 Sample Ship Frequencies

Another important thing that should be taken into consideration is the location of the landing facilities. The ship motion described above applies to the centre of mass of the ship. However, the recovery boom is likely to be located away from the c.g. Apart from significant periodic displacement, this induces additional velocity to the boom due to angular motion of the ship. This is analysed in the following section.
Fig. 3.8 Perry Clark FFG11 frigate

a) ANZAC FFH-150 frigate

b) Oliver Hazard frigate

c) Helideck of the ANZAC frigate

Fig. 3.9 Frigate class naval vessel
3.4 Shipboard recovery gear

In Chapter 2, Section 2.3.6.2, two of the most practical sites on the ship for the recovery boom have been determined. Later in Section 2.4.3.1, the requirements to the height of the boom has been analysed. In this section, these locations are modelled and the amount of periodic motion at these locations is analysed.

For the model, the dimensions of an ANZAC frigate [179] are used for reference. These vessels have the length of 118 m and the beam (width) 14.8 m. For simplicity, the centre of mass is taken at the geometrical centre of the circumscribed rectangle, i.e. 59 m from both the bow and the stern, on the centreline and on the water level. The upper deck level is located approximately 11 m above the waterline. The bow (nose tip) of these frigates is about 2 m lower (9 m above the waterline); however, on some other similar-sized ships such as Perry Clark frigate (Fig. 3.9) it is as high as the upper deck. For simplicity and in order to obtain more comparable results between the boom locations, both points are taken at an 11 m level, and the geometry of the recovery gear (the boom, the arresting wire with brakes/winches and the supporting tower or mast) is assumed to be similar in both cases for this research. In reality, an inclined mast at the bow, as illustrated in Fig. 2.12, might be more appropriate due to both easier integration into the ship and better clearance to the ship structure. An outwards inclined pole or a longer boom may also be required for the alternative side location to improve the side clearance.

The boom length is taken as 6 m, which is approximately two wingspans of the UAV for which the recovery system is being designed. It is believed that the guidance system will be able to fly the aircraft through a 5 m wide gate (leaving 0.5 m safety margins on both sides). However, the length may be adjusted in view of the simulation results.

The side location of the recovery boom is illustrated in Fig. 3.10. The port board is
chosen arbitrarily, as the ship is considered symmetrical for the purposes of this study. The longitudinal location (–30 m) is selected so that the UAV could be delivered directly onto the lower deck after recovery by swinging the boom backwards. The working boom position is fixed at 90 degrees to the centreline of the ship, allowing only two approach directions: from the stern (‘chasing’) and from the bow (‘heading’).

The bow location is shown in Fig. 3.11. It has an advantage of allowing to swing the boom 70 degrees to either side without compromising safety clearances (see Fig. 2.12), which enables the choice of any approach direction within the 320° sector (taking into account two directions for every boom position). On the other hand, it is located approximately twice as far away from the ship’s centre of mass (note that the distance is slightly rounded with respect to ANZAC FFH length), which potentially causes greater sensitivity to ship motion.

3.4.1 Recovery boom oscillations

The amount of oscillations of the boom due to sea waves can be estimated in advance so as to choose the main location for the study. Until the analysis of the simulations is done, it is unclear if a better choice of wind would outweigh potentially greater boom oscillations and the infrastructural inconvenience of the bow location. However, the preliminary analysis may give some insight.

The periodic motion of a ship is usually separated into three translational (surge, heave, sway) and three angular (roll, yaw, pitch) motions (refer to Section 3.3.1 for details). The motion of a given point of the ship then consists of the same translational motion plus the circular motion about the centre of gravity (c.g.):

$$\Delta x = \Delta x_{c.g.} + \Delta \theta_s \times r$$  \hspace{1cm} (3.44)

where $\Delta x$ is the displacement of the point $x$ located at the radius $r$ from the c.g. due to ship’s translation $\Delta x_{c.g.}$ and rotation $\Delta \theta_s$. Therefore, the radius of the motion $r$ (i.e. the distance from the c.g. to the point) is needed to determine the amplitude of a specified location on the ship. Note that for small angular amplitudes (in most operational cases the amplitude of ship angular motion lies within 5 degrees, see Section 3.3.2), the trajectory of a given point will be
nearly linear, thus the translational amplitude of the point (due to angular motion of the ship) will be simply proportional to both the angular amplitude and the radius \( r \).

In Table 3.5, the coordinates of the recovery gear locations are summarised. The ship coordinate frame follows the axis layout of an aircraft, assumed for this research (see Section 3.1.1.1): \( x \) forward, \( y \) up and \( z \) right (see Fig. 3.11), with the origin at the centre of mass of the ship.

<table>
<thead>
<tr>
<th>Point</th>
<th>Side</th>
<th>Bow (boom 0°)</th>
<th>Bow (boom ±70°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( x )</td>
<td>( y )</td>
<td>( z )</td>
</tr>
<tr>
<td>Pole root</td>
<td>-30</td>
<td>11</td>
<td>-7</td>
</tr>
<tr>
<td>Pole top / Boom root</td>
<td>-30</td>
<td>16</td>
<td>-7</td>
</tr>
<tr>
<td>Boom centre</td>
<td>-30</td>
<td>16</td>
<td>-10</td>
</tr>
<tr>
<td>Boom tip</td>
<td>-30</td>
<td>16</td>
<td>-13</td>
</tr>
</tbody>
</table>

**Table 3.5 Recovery boom coordinates (metres)**

As the full motion of the ship is considered separately along and about each axis (decoupled model), three distances in each of the three orthogonal planes \( xy \) (pitch motion), \( xz \) (yaw motion) and \( yz \) (roll motion) are calculated (see Table 3.6). This is done in a usual manner for Euclidian distance, e.g. \( d_{xy} = \sqrt{x^2 + y^2} \) for the pitch motion. Only the centre of the boom is taken as the characteristic point.

<table>
<thead>
<tr>
<th>Location</th>
<th>Side</th>
<th>Bow (boom 0°)</th>
<th>Bow (boom ±70°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Roll</td>
<td>Yaw</td>
<td>Pitch</td>
</tr>
<tr>
<td>Boom centre</td>
<td>18.9</td>
<td>31.6</td>
<td>34.0</td>
</tr>
</tbody>
</table>

**Table 3.6 Effective distances from the c.g. for each angular motion (metres)**

Analysing Table 3.3 from Section 3.3.2 (Sample ship amplitudes), it can be concluded that the motion pattern remains nearly the same across the Sea States. In particular, yaw amplitude is always about 7.4% of roll amplitude, and pitch amplitude is 12.9% to 18% of roll amplitude, depending on wave direction (90 to 0 degrees respectively). A similar picture is obtained for translational components. The amplitudes of ship motion at Sea State 6 (‘very rough sea’) are 12 times those at Sea State 2 (‘smooth sea’). Therefore, the influence of the angular motion can be analysed for any one Sea State. In Table 3.7, the amplitudes of the centre of the boom at Sea State 6 (top 1/10 waves) are given. The worst case is taken for estimation: the maximum amplitudes are selected from either 0 or 90 degrees wave direction.

<table>
<thead>
<tr>
<th>Side location</th>
<th>Bow location</th>
<th>Translation (both locations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roll</td>
<td>Yaw</td>
<td>Pitch</td>
</tr>
<tr>
<td>Boom centre (neutral position)</td>
<td>9.44</td>
<td>1.16</td>
</tr>
<tr>
<td>Boom centre (70° position)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

**Table 3.7 Amplitudes of oscillation of the centre of recovery boom due to ship’s angular and translational periodic motion (Sea State 6, conservative estimation), metres**
It can be seen that, naturally, roll accounts for the most severe oscillations. Even at the bow, which is located nearly four times as far forward from the c.g. as it is up from the c.g., roll delivers greater displacement than pitch, which is due to the far greater roll amplitude of the ship. However, it can be expected that the oscillations in different planes have a significantly different effect on the recovery process. Indeed, the movement along the flight path (forward/backward) may have very little effect as compared to vertical or sideways displacement. In particular, quite strong oscillations due to roll at the bow location (neutral boom position) will be seen from the point of view of approaching UAV as a periodic forward/backward displacement of the boom, which likely does not need any compensation at all. In contrast, the same ship roll will account for vertical and transverse displacement of the boom located on the side of the ship. In addition, the angular motion of the boom, particularly in the vertical plane, which is seen by the UAV as rocking of the boom from side to side, may well have substantial impact on the approach. Therefore, an analysis of the periodic motion from the point of view of the UAV will be more illustrative than that given for the ship (Table 3.7).

The vertical ($\Delta h$) and transverse ($\Delta w$) amplitudes can be calculated using the data from Table 3.7 taking into account the relative position of the boom to the c.g. in the respective planes (Fig. 3.12 for the transverse plane). For simplicity, the motion is linearised in view of typically small angular amplitudes. Bearing in mind that the UAV normally approaches perpendicularly to the recovery boom with small descent angle, the motion is considered in the vertical plane containing the boom. For the side boom location, this is the ship’s cross-section plane, and the roll amplitude is the most critical. Additionally, ship pitch and yaw may cause a substantial amount of vertical and lateral translation to the boom. In the case of the bow location, the plane and motion of interest depend on the orientation of the boom. In the neutral position, when the UAV approaches with ±90 degree course to the ship, pitch motion of the ship will cause the most troublesome oscillations to the boom. However, with the extreme 70 degrees boom position, all three components of the angular motion will have a significant effect. It can be determined by taking a projection of each amplitude onto the vertical boom plane.

The amplitudes in the boom plane are calculated as follows (refer to Fig. 3.12):

$$\Delta h$$
$$\Delta w$$
\[
\Delta h = \frac{aw}{r}, \quad \Delta w = \frac{ah}{r}
\]  

(3.45)

where \( r = \sqrt{h^2 + w^2} \) is the distance from c.g. to the centre of the boom in the respective orthogonal plane (Table 3.6), coordinates \( w \) and \( h \) are taken from Table 3.5, and \( a \) is the linear amplitude at the boom centre due to rotation (Table 3.7). The results are summarised in Table 3.8.

<table>
<thead>
<tr>
<th>Type of motion</th>
<th>Boom location due to ship’s…</th>
<th>Side</th>
<th>Bow (0°)</th>
<th>Bow (70°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical travel, m (from neutral position)</td>
<td>Lateral rotation</td>
<td>5.0 (roll)</td>
<td>5.3 (pitch)</td>
<td>1.4 (mostly roll)</td>
</tr>
<tr>
<td></td>
<td>Longitudinal rotation</td>
<td>2.5 (pitch)</td>
<td>1.0° (roll)</td>
<td>5.1 (mostly pitch)</td>
</tr>
<tr>
<td></td>
<td>Vertical translation</td>
<td>3.3 (heave)</td>
<td>3.3 (heave)</td>
<td>3.3 (heave)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>10.8</strong></td>
<td><strong>9.6</strong></td>
<td><strong>9.8</strong></td>
<td></td>
</tr>
<tr>
<td>Lateral travel, m (from neutral position)</td>
<td>Lateral rotation</td>
<td>8.0 (roll)</td>
<td>1.3 (pitch)</td>
<td>8.0 (mostly roll)</td>
</tr>
<tr>
<td></td>
<td>Directional rotation</td>
<td>1.1 (yaw)</td>
<td>~0 (yaw)</td>
<td>2.1 (yaw)</td>
</tr>
<tr>
<td></td>
<td>Lateral translation</td>
<td>2.8 (sway)</td>
<td>2.8 (surge)</td>
<td>3.6 (mostly sway)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>11.9</strong></td>
<td><strong>4.1</strong></td>
<td><strong>13.7</strong></td>
<td></td>
</tr>
<tr>
<td>Lateral rocking, °</td>
<td>Lateral rotation</td>
<td>28.6 (roll)</td>
<td>4.8 (pitch)</td>
<td>28.7 (mostly roll)</td>
</tr>
</tbody>
</table>

Table 3.8 Amplitudes of periodic motion at the centre of the recovery boom with respect to the UAV approach path (Sea State 6, conservative estimation)

Two notes should be kept in mind when analysing Table 3.8. First, similarly to all calculations above, this is a conservative estimation of the worst case: the maximum amplitudes of the ship motion in all possible circumstances are taken. They never realise at once. For example, when the maximum roll amplitude (28.6° at Sea State 6) is possible, i.e. when the waves travel at 90° course to the ship, the maximum pitch amplitude is about 1° less than the absolute maximum (which is achieved at 0° wave course (see Table 3.3)), and vice versa.

Second, all six components of the periodic motion of the ship are considered independent in this study. While a certain coupling between these components may exist (in a given set of conditions), the exact details of ship motion is not the focus of this research (see Section 3.3). Therefore, summing up the amplitudes of the independent components (rows ‘Total’ in Table 3.8) does not provide an adequate estimation of amplitude of the resulting superimposed motion. The boom travel may reach these values only in a very unlikely case when the phases of each motion (which all have different frequencies, see Table 3.4) meet at the peak levels. However, on average, the greater the ‘total’ figure, the larger the amplitude should be expected.

To give a better visualisation of the actual position of the boom, a 120-second sample of motion has been obtained via simulation of the ship model. The conditions were set the

---

1. This figure is obtained as half the height of a \(2 \times 28.6 = 57.2°\) arc with the radius 16 m (the double roll amplitude (full travel) and the distance from the roll axis to the boom). This is the case when nonlinearity of motion plays a small role, producing some vertical movement even for centred position \((w = 0\) in Fig. 3.12). In a slightly calmer sea, however, this motion will be virtually negligible.
same as used above, i.e. Sea State 6, top 1/10 waves, except for the wave direction, which was fixed at 90° (maximum roll; slightly in favour of the pitch dominated bow location with 0° boom angle). The measurements were taken simultaneously at all locations, i.e. all the graphs represent one realisation of the random ship motion. For convenience, positions are shown relative to the respective neutral position of the boom, e.g. ‘0’ on the graphs of vertical position corresponds to 16 m (refer to Table 3.5). The graphs are presented in Fig. 3.13.

It should be noted that the obtained form of motion does not represent the ‘shape’ of motion of a real ship that could be measured even at a perfectly ‘calibrated’ Sea State 6. At real sea, wave heights occupy a fairly wide range of values (see Section 3.3.2), while the simulated motion reflects only a homogeneous sea. However, current estimations use a very conservative case of a sea consisting of the highest 1/10 waves normally occurring at Sea State 6. The average wave amplitude is about two times less. As a result, the real motion is expected to be less regular than simulated and with smaller average amplitude at the same conditions.

It can be seen from the graphs that the estimated maximum travel (double amplitude) satisfactorily reflect the observed boom travel, although being up to 45% conservative (which is partly due to a relatively short period of observation and about 25% smaller pitch amplitude):

<table>
<thead>
<tr>
<th></th>
<th>Location</th>
<th>Side</th>
<th>Bow (0°)</th>
<th>Bow (70°)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Estimated maximum vertical travel</strong></td>
<td></td>
<td>21.6</td>
<td>19.2</td>
<td>19.6</td>
</tr>
<tr>
<td>Observed vertical travel</td>
<td></td>
<td>16.7</td>
<td>15.1</td>
<td>13.5</td>
</tr>
<tr>
<td><strong>Estimated maximum lateral travel</strong></td>
<td></td>
<td>23.8</td>
<td>8.2</td>
<td>27.4</td>
</tr>
<tr>
<td>Observed lateral travel</td>
<td></td>
<td>21.2</td>
<td>5.6</td>
<td>23.9</td>
</tr>
</tbody>
</table>

*Table 3.9 Amount of periodic motion of the recovery boom, conservative estimation and observed values (metres)*

It is worth noting that the roll dominated motions (especially at the side location) are slightly biased to either positive or negative values. This is due to non-linearity of such a violent roll motion at Sea State 6 (almost 30 degrees amplitude). In a calmer sea, this bias will be less noticeable. This may have a certain impact on the recovery process, because the ‘middle point’ to aim at will be slightly displaced (down and inwards to the ship) at high Sea States.
Fig. 3.13 A sample of the periodic ship motion at different locations as seen from the approaching UAV
It is also useful to keep in mind that the final approach takes about 8 to 20 seconds, which covers about 1 to 2 full periods of typical motion (the frequencies are independent of Sea State, see Section 3.3.2).

Overall, it may be reasonable to expect that such intense oscillations (up to four times the length of the boom) will appear too difficult for the UAV to cope with. In order not to overtighten the weather limits, it may be more sensible not to use such overconservative parameters of ship motion. In particular, using the Significant Wave Height (top 1/3 waves) instead of the top 1/10 waves (i.e. 28% smaller amplitude) provides a more realistic estimation in most of the cases, while being still fairly conservative (1.6 times the average wave height).

From the point of view of the disturbances which the UAV must compensate, the bow location offers a significant advantage in terms of lateral amplitude (both translational and angular) when the boom is positioned neutral. However, at the extreme 70° boom position, the level of disturbances is comparable to that observed at the side location which is twice as close to the centre of mass. Nevertheless, the flexibility of choosing the approach direction which the swinging boom offers allows to suggest the bow location as the preferable one, despite its potential infrastructural inconveniences (see also Section 2.3.6.2). Even if simulations show that the UAV can handle side wind so well that adjusting the approach direction is not necessary, the bow location with a fixed boom can still provide much smaller lateral amplitude of the arresting wire and better clearance to the ship structure. This may improve the landing envelope in extreme conditions.

### 3.5 Cable model

As discussed in the previous chapter (Sections 2.3.6.2 and 2.4), the recovery method being developed involves capture of a damped shipboard arresting wire by an onboard hook. This hook is attached to a relatively long yet lightweight flexible line (also referred as cable), trailing behind the aircraft. The line is extended from the aircraft by the means of a motorised or freely spun winch just before entering the landing glidepath.

The trailing line parameters greatly influence recovery capabilities and aircraft performance. The length and geometrical shape of the line determines recovery conditions, while the additional drag it delivers affects the UAV’s characteristics. Both shape and drag change dynamically during the flight, therefore a dynamic model of the line is required for correct simulation and analysis.

Basic parameters of the line were determined in Section 2.4.3. Table 3.10 summarises the cable hook data, used in this work.
<table>
<thead>
<tr>
<th>Item</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cable material</td>
<td>Nylon twisted rope 6.35 mm diameter</td>
</tr>
<tr>
<td>Cable length</td>
<td>10 to 15 m</td>
</tr>
<tr>
<td>Cable linear density</td>
<td>0.0223 kg/m</td>
</tr>
<tr>
<td>Cable drag coefficient</td>
<td>1.2 (with respect to cross-section)</td>
</tr>
<tr>
<td>Hook mass</td>
<td>0.1 kg</td>
</tr>
<tr>
<td>Hook shape equivalent</td>
<td>0.05 m diameter ball</td>
</tr>
</tbody>
</table>

Table 3.10 Recovery line parameters

3.5.1 Model design

There is a number of cable models in literature designed for various applications, from underwater towing [9] to vibration dynamic response simulations [116]. Several more generic models are proposed as well [38, 100]. In 2002, the RMIT Towed Body Systems Research Group produced a model and the software for an undersea towing cable under contract to DSTO Australia. This model has been used as a theoretical basis for the current development. The report [213] contains the outline of the both historic and design aspects of cable modelling, and the reader should refer to this report for such details. This section will only describe the actual model implementation used in this work.

During preliminary investigations, the model [213] has been re-implemented in MATLAB for simulation with the Ariel model (Section 3.1). Unfortunately, it revealed some disadvantages which made it difficult to use the model for the required task. The most significant problem was that due to the low mass of the cable and relatively high tensional stiffness, the model was prone to spurious high-frequency longitudinal oscillations. Carefully chosen internal damping could not eliminate the problem completely, because it is attributed not only to accumulating round-off errors, but also to the high natural frequency of a lightweight cable. This means that a very small time step was necessary to simulate the cable accurately.

Whilst there exist models which specifically address this problem (e.g. [116]), it appeared to be reasonable to eliminate the longitudinal (tensional) degree of freedom. Indeed, during the flight, the stretching forces on the line come only from its own weight, aerodynamic drag and inertia. They are all relatively small due to the low mass and diameter of the cable and are several orders of magnitude below the breaking strength of the rope. (The approach is simulated only to the point of the arresting wire catch-up). Therefore, the line can be considered inextensible. Slackness (negative tension) is not expected as well. Moreover, for the application considered in this work high-frequency modes, either tensional or transverse, are not important, because the dynamics of both the UAV and the ship is of several orders slower.

In addition, from the point of view of aerial use, the RMIT’s model [213] is overcomplicated in other aspects and may be reduced. Nevertheless, it can be used as the basis for the
current model, particularly its force equations, and as a sample for validation purposes. The following list outlines the features of the model being developed:

- Finite element method with straight and rigid links. For simplicity of formulation, lumped mass approach is used.
- The links are connected by zero-friction 2-degree-of-freedom (ball) joints. This approximation is reasonable due to very low bending stiffness of the thin rope (with respect to its length).
- Cable twist and torsional stiffness, as well as slack conditions, are not considered.
- The cable is constrained by the UAV at one end and has an unconstrained end-body on the other end.
- Handling of cable deployment and retrieval is not required.
- The model is intended to be used mostly in conjunction with the UAV model. Therefore, both velocity and acceleration at the UAV point are available.
- Buoyancy and the added mass effect are negligible.

With the above requirements, the model can be formulated relatively simply. For simulation, the model has been implemented as a Simulink S-Function in MATLAB language.1

### 3.5.2 Kinematic equations

The cable is divided into $N$ rigid links with the masses lumped at the far (from the UAV) end of each link (Fig. 3.14). With adequate discretisation, the lumped mass representation provides good accuracy while simplifying handling of inter-element coupling [213].

![Fig. 3.14 Cable model kinematics](image)

---

1 MATLAB has a convenient and powerful toolbox for simulation of mechanical systems, called SimMechanics. However, it could not be used due to licensing costs.
The links are numbered 1 to \( N \), starting from the UAV. The mass of the end body (the hook) is added to the last segment. The inertial (world, or ground) system \( x_gy_gz_g \) is the same as used for the UAV model (see Fig. 3.1).

The motion of each link is considered in its own local axis frame \( x_iy_iz_i \), where \( i = 1 \ldots N \) is the link number. The axes direction coincides with that of the ground system; each local system can translate, but does not rotate. The origin is located at the front (closer to the UAV) end of the respective link, or which is the same, at the lumped mass of the previous link. This local frame is not inertial, thus inertial effects must be included when calculating local forces.

In the local frame, each link has two rotational degrees of freedom. The rotations are described by the azimuth angle \( \phi_i \) about \( y_i \) axis and the latitude angle \( \theta_i \) about new \( z_i' \) axis. As the length of each link \( l_i \) is known, the geometry of the whole cable is described by \( 2N \) parameters, plus three coordinates of the origin (attachment) point in the ground system to locate the cable position.

Since the joints are considered ideal due to cable flexibility, the coupling between the adjoining segments consists of tension only. Only the longitudinal component of the whole force spectrum of each segment is passed to its neighbour. Therefore, to make the force calculation more convenient, local body frame \( x_{bi}y_{bi}z_{bi} \) (or normal-tangential frame, subscript \( b \) ) is also used. It has the same origin as the respective \( x_iy_iz_i \) frame, but is rotated by the kinematic angles \( \phi_i \) and \( \theta_i \) (in that order) so that direction of \( x_{bi} \) axis follows the link and points towards the lumped mass. The rotation from the local (or ground) to body frame can be expressed by the following direction cosine matrix (DCM) (cp. with (3.6)):

\[
C_{gb} = \begin{bmatrix}
\cos \theta_i & \cos \phi_i & \sin \theta_i & -\cos \theta_i \sin \phi_i \\
-\sin \theta_i & \cos \phi_i & \cos \theta_i & \sin \theta_i \sin \phi_i \\
\sin \phi_i & 0 & \cos \theta_i & \cos \phi_i
\end{bmatrix}
\] (3.46)

The motion of each segment is formulated in terms of angular momentum and angular velocity (see Section 3.1.1.3 and equation (3.14)). In the case of a lumped mass \( m_i \) located at the distance \( l_i \) from the centre of rotation, the moment of inertia \( I_i \) becomes simply \( m_i l_i^2 \), and the equation for angular acceleration yields

\[
\dot{\omega}_i = I_i^{-1} \mathbf{M}_i = \frac{M_i}{m_i l_i^2} \] (3.47)

In the lumped mass model, the forces are grouped at each mass. Therefore, the moment \( \mathbf{M}_i \) can be expressed as \( F_i l_i \), where \( F_i \) is the total force acting on the \( i \)th mass which has the arm \( l_i \) relative to the origin. As a result, the angular acceleration is

\[
\dot{\omega}_i = \frac{F_i}{m_i l_i} \] (3.48)
The transformation from the angular velocity $\omega_i$ to velocities of the kinematic angles $\varphi_i$ and $\theta_i$ represents some difficulties. The transformation has singularities at $\theta_i = \pm 90^\circ$ (see (3.18), the equation is similar ignoring the roll angle $\gamma$), leading to the phenomenon known as *gimbal lock*. While these angles are unusual for an aircraft in normal flight conditions (unless it is an aerobatic or other agile aircraft), a cable segment can be placed in any position. In particular, $\theta = -90^\circ$ represents a hanging down cable, which is a very common condition and should be expected in simulation. Therefore, a different representation is used which is not prone to gimbal lock.

The method involves the concept of *quaternions* as a representation of a rotation in 3D space. Their exact formulation can be found in various mathematical and engineering literature (e.g. [40, 125]), and only a brief description with application to spatial rotation will be given here.

### 3.5.2.1 Quaternions and 3D rotation

Mathematically, quaternion is a four-element extension of complex numbers with three independent imaginary units $i$, $j$ and $k$ satisfying the following relations:

$$
\begin{align*}
  i^2 &= j^2 = k^2 = ij = -k \\
  ij &= k, \quad ji = -k \\
  jk &= i, \quad kj = -i \\
  ki &= j, \quad ik = -j
\end{align*}
$$

Every quaternion is a linear combination of the *basis quaternions* $1$, $i$, $j$ and $k$, i.e. every quaternion is uniquely expressible in the form

$$
z = a + bi + cj + dk
$$

where $a$, $b$, $c$ and $d$ are real numbers. In a manner somewhat similar to complex numbers, quaternion can be viewed as a sum $a + u$ of a real part $a$ and an imaginary 3D vector $u = (b, c, d) = bi + cj + dk$, where $i$, $j$ and $k$ correspond to the orthogonal unit vectors in a Cartesian axes system.

Being a representation of a real parameter and a vector, quaternion can be thought of as a rotation characterised by the real part $a$ about the vector $u$. Henceforth, for consistency and convenience of use, only normalised quaternions and vectors will be considered, that is, those having modulus 1:

$$
\hat{u} = \frac{u}{\|u\|}, \quad \hat{z} = \frac{z}{\|z\|}
$$

(3.51)
One of the computational advantages of quaternions before direction cosine matrices is simplicity of normalisation, which becomes necessary due to round-off errors. The quaternion’s unit vectors are orthogonal by definition, while DCM can lose its orthogonality.

It turns out that, for a normalised vector, an anti-clockwise rotation by the angle $\alpha$ can be represented as

$$ z = \cos \frac{\alpha}{2} + \sin \frac{\alpha}{2} \hat{u} $$

(3.52)

which, as can be easily shown, produces a normalised quaternion.

Composition of arbitrary rotations corresponds to left-to-right quaternion multiplication. As is natural with rotations, the sequence of rotations is important, and the multiplication is non-commutative (see (3.49)). It can be also noted that $z$ and $-z$ represent the same rotation.

The integration of angular motion with angular velocity $\omega_b = (\omega_{xb}, \omega_{yb}, \omega_{zb})$ in local body frame can be done directly to quaternion [40, 141]¹:

$$
\begin{bmatrix}
\mathbf{q}^b \\
\mathbf{q}^g \\
\mathbf{q}^a
\end{bmatrix} = \frac{1}{2}
\begin{bmatrix}
-b & -c & -d \\
 a & -d & c \\
 d & a & -b \\
-c & b & a
\end{bmatrix}
\begin{bmatrix}
\omega_{xb} \\
\omega_{yb} \\
\omega_{zb}
\end{bmatrix}
$$

(3.53)

For the cable model, twisting $\omega_{zb}$ is neglected and thus (3.53) can be reduced accordingly. In addition, for numerical integration, quaternion normalisation can be implemented,² thus producing:

$$
\begin{bmatrix}
\mathbf{q}^b \\
\mathbf{q}^g \\
\mathbf{q}^a
\end{bmatrix} = \frac{1}{2}
\begin{bmatrix}
-c & -d \\
-d & c \\
 a & -b \\
 b & a
\end{bmatrix}
\begin{bmatrix}
\omega_{yb} \\
\omega_{zb}
\end{bmatrix} + K\epsilon
\begin{bmatrix}
a \\
b \\
c \\
d
\end{bmatrix}
$$

(3.54)

$$
\epsilon = 1 - \left( a^2 + b^2 + c^2 + d^2 \right)
$$

where $K$ is the normalisation gain ($K = 1$ has been used in this work).

For convenient kinematic calculations, a corresponding DCM and Euler angles representation can be produced as follows:

$$
C_{gb} =
\begin{bmatrix}
 a^2 + b^2 - c^2 - d^2 & 2(bc + ad) & 2(bd - ac) \\
2(bc - ad) & a^2 - b^2 + c^2 - d^2 & 2(cd + ab) \\
2(bd + ac) & 2(cd - ab) & a^2 - b^2 - c^2 + d^2
\end{bmatrix}
$$

(3.55)

---

¹ The MATLAB 6.5 documentation [141] is inconsistent with the actual block implementation. The actual block interconnection (which conforms to other sources) has been used here for reference.

² The actual simulations showed that for 8 to 20 seconds of integration, as used in this study, significant round-off errors do not yet accumulate and normalisation is not required.
Comparing it with (3.46), the following expressions for the two angles of rotation can be obtained:

\[
\begin{align*}
\phi &= \arctan \frac{-C_{gb(1,3)}}{C_{gb(1,1)}} = \arctan \frac{-2(bd - ac)}{a^2 + b^2 - c^2 - d^2} \\
\theta &= \arcsin C_{gb(1,2)} = \arcsin \left(2 \left( bc + ad \right) \right)
\end{align*}
\] (3.56)

It should be noted that ignoring possible round-off errors, this conversion always produces a correct result without singularities, provided the quaternion is normalised (and thus every element of the matrix (3.55) is within the range \([-1, 1]\)) and four-quadrant arctangent calculation (atan2) is performed.

As a result, the integration of the cable model is done through the equations (3.48) and (3.54) for each segment. If traditional (instead of quaternion) representation is needed for geometry calculations, it can be obtained using (3.55) and (3.56).

### 3.5.3 Force equations

The force model is intended to accurately simulate the environmental conditions of the cable. Since the cable is assumed to be inextensible and transversely flexible, the set of forces acting on each body consists of (see Fig. 3.15) gravity \(F_G\), inertia \(F_I\), aerodynamic drag \(F_D\) and tension from the neighbouring segment \(F_T\). The forces are expressed in the non-inertial local frame \(x_i y_i z_i\) (see Fig. 3.14); all these frames have the same orientation, which facilitates inter-link coupling. Some forces are naturally expressed in the body frame \(x_{bi} y_{bi} z_{bi}\) and can be converted to the local frame via the respective DCM (transposed (3.55)).

\[
F_i = F_{Gi} + F_{li} + F_{Di} + F_{Ti}
\] (3.57)

*Fig. 3.15 Forces acting on a cable segment (shown in 2D for simplicity)*
3.5.3.1 Gravity forces

The gravitational acceleration is assumed to be constant and in \(-y_g\) direction. Therefore, the gravitational force in ground frame can be written simply as

\[
F_{gb} = \begin{bmatrix} 0 \\ -m_i g \\ 0 \end{bmatrix}
\]

where \(m_i\) is the mass of the \(i\)th segment.

3.5.3.2 Inertial forces

Inertial forces arise from non-inertiality of the body frame in which the forces are considered. It should be noted that inertial forces are fictitious and reflect the phenomenon of inertia, which can be viewed as a force in a non-inertial frame for convenience of force balance representation.

As the mass is assumed to be constant (no added mass effect), the inertial forces can be written using the simplest form of the Newton’s Second Law, taking note of the opposite direction:

\[
F_{bi} = -m_i a_{bi}
\]

It is important to include only the accelerations \(a_{bi}\) of the body frame itself (at the point of the lumped mass), not the accelerations arising from the current forces. The frame accelerations come from both translational acceleration of the origin and rotation of the frame.

For the mass \(m_i\) attached at the distance \(l_i\) along the \(x_{bi}\) axis (see Fig. 3.15), the centripetal acceleration due to frame rotation will be

\[
a_{kbi} = \begin{bmatrix} \omega_{bi}^2 l_i \\ 0 \\ 0 \end{bmatrix}
\]

where \(\omega_{bi}\) is the known (through integration (3.48)) angular velocity.

Translational acceleration of the origin corresponds to the acceleration of the end of the previous segment. However, due to the presence of the imaginary ball joint between the links, only the tangential component (with respect to the current segment) will be passed to the current lumped mass. Therefore, the acceleration due to translation at the \(i\)th mass can be obtained by iterative procedure

\[
a_{lbi} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \left( C_{gb} a_{l(i-1)} \right) \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T
\]

(3.61)
where \(a_{i(i-1)}\) is the acceleration of the previous \((i-1)\)th mass in ground axes, and the local DCM \(C_{gbi}\) is obtained through (3.55). The acceleration of the origin of the very first link \(a_{00}\) is provided by the UAV model.

The total acceleration in body frame at the end point of the \(i\)th link for (3.59) is then
\[
a_{ibi} = a_{ibi} + a_{iti}
\]  
(3.62)

Both the inertial force and acceleration can be converted to the universal ground frame:
\[
a_i = C_{gbi}^T a_{ibi}, \quad F_i = C_{gbi}^T F_{ibi} = -m_i a_i
\]  
(3.63)

### 3.5.3.3 Aerodynamic forces

Aerodynamic forces depend on the airspeed \(V_{ai}\) of a particular segment \(i\). This airspeed varies not only between the segments, but also along each segment due to its rotation. For this reason, velocity is calculated at the middle point of each segment and the force is applied at this point as well. After calculation, the aerodynamic forces are grouped at each lumped mass by averaging the neighbouring forces (see (3.70)).

The airspeed of each segment is calculated iteratively in a manner similar to acceleration (3.61), starting from the known velocity of the UAV (\(V_0\)):
\[
V_i = V_{i-1} + C_{gbi} a_{ibi}^T
\]
\[
V_{ai} = V_{i-1} + \frac{C_{gbi} a_{ibi}^T}{2} - W
\]  
(3.64)

Here \(W\) is the wind vector. In the presence of turbulence, \(W\) may be different at each individual segment. However, since the turbulence model (Section 3.2.2) calculates the instantaneous wind vector only at a single point, the variations of wind along the cable have been neglected.

Additionally, for the purposes of the end body drag calculation, its airspeed is obtained:
\[
V_{ae} = V_N - W
\]  
(3.65)

Calculation of aerodynamic forces is performed using Driscoll and Nahon’s approach, employed in [213]. For the purposes of drag calculation, airspeed \(V_a\) is converted to the local body frame and is split into tangential \(V_{ab}^t\) and normal \(V_{ab}^n = \left(V_{ab}^y, V_{ab}^z\right)\) components:
\[
V_{abi} = C_{gbi} V_{ai} = \begin{bmatrix} V_{abi}^x \\ V_{abi}^y \\ V_{abi}^z \end{bmatrix}
\]  
(3.66)

The aerodynamic force components in the body frame are calculated as follows ([213, pp. 7 and 20]):
\[ F_{Dbi} = -\frac{1}{2} C_D \rho d l_i \left[ V_{ab}^n \right]^2 \begin{bmatrix} f_n \text{sign}V_{abi}^x \\ f_n V_{abi}^x / V_{ab}^n \\ f_n V_{abi}^z / V_{ab}^n \end{bmatrix} \]  

(3.67)

where \( f_n \) and \( f_t \) are the normal and tangential loading functions of angle of attack \( \eta \in [0; \pi/2] \) (see Fig. 3.15), given by

\[
\begin{align*}
    f_n &= 0.5 - 0.1\cos\eta + 0.1\sin\eta - 0.4\cos2\eta - 0.011\sin2\eta \\
    f_t &= 0.01(2.008 - 0.3858\eta + 1.9159\eta^2 - 4.16147\eta^3 + 3.5064\eta^4 - 1.187299\eta^5)
\end{align*}
\]  

(3.68)

d is cable diameter;
\( \rho \) is air density;
\( C_D \) is the drag coefficient, dependent on Reynolds number \( Re = \frac{V_{ab}^n}{\mu} \). For the operational conditions \( \rho \approx 1.2 \text{ kg/m}^3, \mu \approx 1.8 \cdot 10^{-5} \text{ Pa}s, d = 0.00635 \text{ m} \), \( Re \) lies within the range \((400; 10^5)\) if the normal component of the airspeed is 1 to 15 m/s. In this range, the experimentally determined value of the drag coefficient remains constant and is 1.27 ([213, eq. (1.2)]). For greater airspeed \( (Re > 10^5) \), \( C_D \) drops to 0.3. However, taking into account that the airspeed of the UAV during approach is less than 30 m/s, the normal components of the airspeed of the segments of the trailing cable usually do not exceed 15 m/s. For this reason, the drag coefficient is assumed to be constant across the entire operational range: \( C_D = 1.2 \).

The end body (the hook) drag is calculated as

\[ F_{De} = \frac{1}{2} C_{De} \rho d_e^2 V_{ae} V_{ae} \]  

(3.69)

where \( d_e \) is the end body diameter equivalent (see Table 3.10) and \( C_{De} = 1.0 \) is the end body drag coefficient.

Having calculated the aerodynamic forces for each segment according to (3.67), the forces can be converted to the universal ground frame and grouped at the respective masses (see also [213], eq. (1.51):

\[ F_{DN} = \frac{1}{2} C_{gb}^T F_{Dbi} + F_{De} \]  

\[ F_{Dj} = \frac{1}{2} \left( C_{gbj}^T F_{Dbj} + C_{gb(j+1)}^T F_{Db(j+1)} \right), \quad j = 1, K, N - 1 \]  

(3.70)

### 3.5.3.4 Tension forces

Tension is passed to the current mass \( i \) from the neighbouring \((i+1)\)th segment, which is, in turn, influenced by the following segment. Tension is internal to the cable, it represents
the coupling between the segments and does not come from environmental factors. As such, directly passed tension is a replacement of elastic forces which exist in extensible cables.

Therefore, tension can be calculated simply by extracting the longitudinal (tangential) component of the \((i+1)\)th segment’s forces and applying it to the current \((i)\)th segment. By doing that, the ‘original’ tangential force on the \((i+1)\)th segment is cancelled, according to the Third Newton’s Law, through internal tension in the segment. The force has an effect on the motion of the \(i\)th segment and therefore on the motion of the \((i+1)\)th local body frame and thus on its inertial forces. The remaining normal components of the forces of the \((i+1)\)th segment effect in rotation of the segment in its local frame.

As the cable has a free end, the calculation of tension (as well as of total force balance) is better done in a backward iterative procedure:

\[
\begin{align*}
F_{TN} &= 0 \\
F_{Tj} &= C_{gb(j+1)}^{T} \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} C_{gb(j+1)} \end{bmatrix} \begin{bmatrix} F_{j+1} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^{T}, \quad j = N - 1, N - 2, K, 0
\end{align*}
\]

where the total force \(F_{j+1}\) is calculated according to (3.57) at each iteration, taking into account previously calculated tension \(F_{T(j+1)}\). At the end, the tension \(F_{T0}\) will represent the force passed to the UAV. It forms the output vector of the cable model at each time step, along with \(2N\) kinematic angles obtained using (3.56).

### 3.5.4 Static model

The dynamic cable model described above, although being extremely simple, involves integration of motion of \(N\) bodies with \(6N\) scalar states (2 for angular velocities and 4 for quaternion components for each segment). This makes the simulation quite time consuming. If the model is used in genetic search (see next chapter), where hundreds of thousands of simulations may be required, the time penalty associated with cable simulation may become prohibitively high.

For this reason, a simple static model has been developed. It is based on the pre-calculated data obtained from simulation of the dynamic model in the conditions expected during approach. The full dynamic model is used only for testing and verifying of the obtained solutions.

For the estimation if a given recovery attempt is successful, knowing the exact shape of the trailing cable is not necessary. The shape is required to determine the exact point when the line touches the boom with the arresting wire; however, an estimation of the recovery possibility can be done at the point when the UAV passes over the boom if the current sag of the line is known (see Fig. 3.16). The sag determines the maximum allowed elevation of the UAV relative to the recovery boom. The estimation is made on the premise that the remaining path
(which is shorter than the length of the cable, i.e. less than 10–15 m, which is less than 0.5 seconds of flight) will not change significantly. Even if it does, the line will not reflect these changes immediately due to its own dynamics.

The effective sag $h_a$ is measured as the distance from the arresting hook position to the current flight path, which is assumed to be a straight line. The angle between the current flight path (the velocity vector) and the horizontal plane is known as trajectory angle or flight path slope $\Theta$ (negative in Fig. 2.1). In contrast, the real (‘physical’) sag $h_s$ is measured relative to the attachment point of the line. Obviously, $h_s = h_a$ in level flight. The recovery is considered successful if at the moment when the UAV passes over the recovery boom its elevation $h_e$ is less than the effective sag $h_a$ (but is greater than 0.5 m for safety reasons).

To obtain the effective sag, the following expression can be used:

$$h_a = h_s - x_s \tan \Theta$$  \hspace{1cm} (3.72)

where $x_s$ is the trail of the line.

In addition to geometry of the line, the tension force $F_T$ should be determined for the given conditions. This force is passed to the UAV during the flight and is taken into account by the UAV model. Of course, this force reflects only static conditions, which is not entirely correct for the whole flight. Nevertheless, it is the best available approximation given that running the dynamic model is not feasible.

With the above assumptions, the shape and thus the sag $h_s$ and trail $x_s$ of a given cable is fully determined by the aerial velocity of the UAV (which is in static conditions the same for all cable segments as well). The aerial velocity depends on both the aircraft’s velocity and the wind, which can have a vertical component. As the aerial velocity modulus (the airspeed) is a key parameter for an aircraft, it is more convenient to express the aerial velocity as the
airspeed $V_a$ and the aerial trajectory angle $\Theta_a$, instead of two velocity components. Therefore, the static model should calculate $h_s$ and $x_s$ (as well as the components of $F_T$) as a function of these two parameters, $V_a$ and $\Theta_a$, the latter being measured as the angle between the aerial velocity vector and the horizontal plane. Note that in no wind conditions $\Theta_a = \Theta$.

To obtain the necessary data, the dynamic cable model has been simulated for the airspeeds 20 to 50 m/s (with the grid size 2 m/s) and the angles $\Theta_a$ between –30 and 30 degrees through every 5 degrees. During the simulation, enough time has been allocated to stabilise the cable at every data point in order to obtain steady-state data. At every point, the sag, trail and tension have been measured and stored in a look-up table. To obtain these parameters at any intermediate point, the static model simply performs 2D linear interpolation within the table.

The following examples in Fig. 3.18 show the actual simulated shape of a 10 m cable in various conditions. The parameters are according to Table 3.10. The cable has been simulated with 20 links, whose lengths are gradually shortening towards the end of the cable because greater curvature usually takes place closer to the free end.

Fig. 3.19 illustrates the shape of the cable with different masses of the end body attached. It should be noted that the size of the end body does not change. If it did accordingly to the body mass, the difference in line shapes would be slightly less significant due to greater aerodynamic drag of the heavier bodies.

Fig. 3.20 shows physical and effective sag of a 10 m cable with a 0.1 kg end body (Table 3.10) for varying airspeed $V_a$. The effective sag is calculated for no wind conditions, when $\Theta_a = \Theta$. It can be seen that although real sag can be very small and even negative for high negative trajectory angles (descending path), these angles have rather minor influence on the effective sag unless the airspeed is greater than about 33 m/s. At a higher airspeed and a positive $\Theta$, the angles of attack of the cable segments become small, the cable generates enough aerodynamic lift to support its own weight and the weight of the end body, this causes the cable to bend up, which reduces the effective sag. This tendency is apparent even at a lower airspeed, see Fig. 3.18. However, high airspeeds (>30 m/s) and positive flight slope angles (i.e. ascending trajectory) are not normal for UAV recovery, hence it can be concluded that the effective sag depends primarily on the airspeed (and obviously on the length of the cable).

Fig. 3.21 presents the static tension force of the same cable. It is better illustrated against the path slope $\Theta_a$. Tension comes from both aerodynamic drag and cable weight. It is interesting to note that as the cable weight is $0.223 \text{ kgf} + 0.1 \text{ kgf} = 0.323 \text{ kgf} = 3.17 \text{ N}$, the cable generates enough lift to support much of its weight in a great range of conditions: the
tension is lower than it would be from a suspended cable at zero airspeed. Only at a high airspeed, particularly with moderate positive angles $\Theta_a$, does drag cause higher tension.

---

**Fig. 3.17 Simulated arresting cable shape for varying airspeed $V_a$**

**Fig. 3.18 Simulated arresting cable shape for varying aerial trajectory angle $\Theta_a$**
Fig. 3.19 Simulated cable shape for different end body masses

Fig. 3.20 Line physical sag $h_s$ and effective (no wind) sag $h_a$ in metres for different airspeeds and flight path slopes. Y direction is downwards for illustrative purposes.
3.6 Concluding remarks

The models presented here are integrated in a simulation environment, further details of which can be found in Chapter 5. The models have been made as accurate as realistically possible; however, it is accepted that large discrepancies, particularly in the atmospheric model, could be possible. The lack of comprehensive validation data for the airwake model is unfortunate but unavoidable. Nevertheless, it is believed that the testing procedures used in Chapter 6 (Controller Synthesis and Testing) cover a sufficient range of conditions which should hopefully encompass the disturbances found in nature.

Most of the models are built upon the reference data or models which have been already successfully used and validated. In particular, the Ariel UAV model has been used to design a launch controller [47]; the model presented in Section 3.1 is rather a minor improvement of that model for better integration into the simulation environment. The models of
gusts and turbulence are the implementations of the standard models, widely used in aviation engineering. The ship airwake model is an extension of the standard model, used to evaluate flying qualities of piloted aircraft. The model of ship motion is a behavioural model, it directly simulates the motion observed on a real frigate ship. Finally, the cable model is a creative extension (and, at the same time, reduction) of the model employed for simulation of underwater towed vehicles.

All models are designed with the implementation side of the problem in mind. The performance characteristics are of the utmost importance for the stochastic controller design method employed in this work. The next chapter outlines the basic concepts of Evolutionary Algorithms, the core of the design methodology.
Chapter 4. Evolutionary Algorithms

Over the hundred years of aviation history, various linear control methods have been successfully used in the aerospace area due to their simplicity and analytical justifiability. Despite their natural limitations, linear control techniques still remain as one of the most accepted design practices. However, growing demands to the performance of aircraft, and on the other hand, a remarkable increase in available computation power over the past years have led to significant growth in the popularity of nonlinear control techniques.

A principal difficulty of many nonlinear control techniques, which potentially could deliver better performance, is the impossibility or extreme difficulty to predict theoretically the behaviour of a system under all possible circumstances. In fact, even the design envelope of the controller often remains largely uncertain. Therefore, it becomes a challenging task to verify and validate the designed controller under all real flight conditions. A practical solution to this problem is extensive testing of the system (or rather of its mathematical model), which is a computationally and time demanding engineering task. The design process itself is often built around the continuous testing of the controller in the loop with a real system or its mathematical model, rather than relies on theoretical analysis only. It becomes clear that there is a need to develop a consistent nonlinear control design methodology that enables to produce a required controller for an arbitrary nonlinear system while assuring its robustness and performance across the whole operational envelope. In addition, a positive engineering experience on application of a nonlinear design methodology is crucially important because such methodology is not as strongly supported by theory as classic linear methods.

The potential applications of possible nonlinear designs are numerous and diverse, and the response of such a system to change of its parameters may be virtually unpredictable. This makes many common search and optimising techniques such as gradient search unusable or unreliable for the design process, as all of these methods lack the ability to comprehend the global design space. To overcome this limitation, stochastic methods are widely employed. They may be very effective for complex multi-dimensional problems, however they cannot guarantee to find an optimal solution even under trivial conditions. Nevertheless, the practice shows that the chances of finding a near-optimal solution are quite high.

The Evolutionary Algorithms (EAs) is a group of such stochastic methods which combine such important characteristics as robustness, versatility and simplicity. They are inspired by the success of natural evolution and, indeed, proved the success in many applications, such as neural network optimisation [187], finance and time series analysis [140], aerodynamics and aerodynamic shape optimisation [145, 159], automatic evolution of computer software
[118] and, of course, control [43]. EAs are often considered as an example of ‘artificial intelligence’ and ‘soft computing’ approach. This makes sense because EAs appear to have the ability to gain ‘experience’ during the evolution without (or with little) a priori knowledge about the system and the environment. This ability is intrinsically incorporated into the process of evolution. Moreover, EAs have shown the ability to evolve complex systems from the simplest ones, which makes them not only an optimisation tool, but also a versatile design instrument.

In this work, a set of different EAs is used to develop and optimise the control laws of the UAV recovery controller. To give a clear picture why and how particular methods are used, an introduction to evolutionary algorithms is given in this chapter. The next chapter describes the actual implementation of the EA-driven controller design.

### 4.1 Introduction to Evolutionary Algorithms

_Evolutionary algorithm_ is an umbrella term used to describe computer-based problem solving systems which employ computational models of evolutionary processes as the key elements in their design and implementation. ‘Evolution’ is used in its Darwinian sense, the advance through ‘survival of the fittest’. As such, all major elements found in natural evolution are present in EAs. They are:

- **Population**, which is a set of individuals (or members) being evolved;
- **Genome**, which is all the information about an individual encoded in some way;
- **Environment**, which is a set of problem-specific criteria according to which the fitness of each individual is judged;
- **Selection**, which is a process of selecting of the fittest individuals from the current population in the environment;
- **Reproduction**, which is a method of producing the offspring from the selected individuals;
- **Genetic operators** (also referred to as search operators), such as mutation and recombination (crossover), which provide and control variability of the population.

The process of evolution takes a significant number of steps, or _generations_, until a desired level of fitness is reached.

It should be noted that generally not the simulation of the natural world evolution but the outcome of the whole process (the evolved individual or population) is the goal of EAs. Although many of the principles are inspired directly from nature, they are not necessarily followed in the implementation. For example, the amazingly complex process of genome reparation found in cells nuclei is not usually necessary as the optimal level of mutation can be controlled directly in the algorithm. Another example—the lifespan of all individuals can
be restricted to one generation, or conversely, the fittest (elite) individual(s) can be propagated to the further generations intact as long as they keep the best fitness in the population.

The ‘outcome’ as given above should not be interpreted as if some particular species are expected to evolve. The evolution is not a purposive or directed process. It is expected that highly fit individuals will arise, however the concrete form of these individuals may be very different and even surprising in many real engineering tasks. Indeed, several applications of EAs have produced a patentable invention [120, 121, 123]. None of the size, shape, complexity and other aspects of the solution are required to be specified in advance, and this is in fact one of the great advantages of the evolutionary approach. Moreover, compared to conventional search and optimisation techniques, EAs are much less sensitive to initial conditions, because not a single guess value but the entire population of candidate solutions is processed in parallel, giving the best solution much less chances to get stuck at local optima. In fact, the problem of initial guess value rarely exists in EA applications, and the initial population is sampled at random.

The idea of mimicking one or more attributes of life in computer science has a long history. It can be traced back to the 1940’s when John von Neumann began exploring the idea of a universal constructor—a program that has the ability to process data and automatically replicate itself. Later in the 50’s and 60’s the idea of using a population of solutions to solve both theoretical and practical problems has been considered several times, firstly by biologists to perform simulations of genetic systems [25, 75]. A demonstrative example of population evolution, extremely popular amongst mathematicians (at least in 1970s and 80s), is the John Conway’s Game of Life [78] (1970)—a cell game on the plane in which a predefined population evolves according to simple selection rules. The first dissertation to apply genetic algorithms to a pure problem of mathematical optimisation was Hollstien’s work [98] (1971). However, it was not until 1975, when John Holland in his pioneering book [97] established a general framework for application of evolutionary approach to artificial systems, that practical EAs gained wide popularity. Until present time this work remains as the foundation of genetic algorithms and EAs in general.

Now let us consider the very basics of EAs. A typical pseudo code of an EA is as follows:
1. Create a (usually random) population of individuals;
2. Evaluate fitness of each individual of the population;
3. until not done {certain fitness, number of generations etc.}, do
4. Select the fittest individuals as ‘parents’ for new generation;
5. Recombine the ‘genes’ of the selected parents;
6. Mutate the mated population;
7. Evaluate fitness of the new population;
8. end loop.

It may be surprising how such a simple algorithm can produce a practical solution in many different applications, but it does. Although there is some theoretical basis under EAs, in particular the schema theory (Section 4.2.9) first given in the aforementioned Holland’s book [97] and this basis is constantly growing, maybe the most important support for EAs’ applicability is their practical success. As with any stochastic method, nothing is guaranteed; however, many thousands of successful implementations is good empirical evidence that EA is a robust and reliable method of solving difficult practical problems.

A major part of applications of EAs is focused on function optimisation, that is, finding a minimum (or maximum) value of a given function. EAs showed outstanding results for many of the difficult, ridged or ill-defined functions, and even for dynamic functions which change with time. Moreover, EAs naturally allow a multi-criteria search for a Pareto-optimal set of solutions. However, EAs are capable of much more than function optimisation or estimation of a series of unknown parameters within a given model of a physical system, and some authors are keen to remind us of that ([53] for example). EAs can create such complex structures as computer programs, architectural designs and neural networks. This ability is used in this work for evolving control laws for the flight controller.

Almost every operation of an EA is stochastic. Some operations can be either stochastic or deterministic; for example, selection may simply take the best half of the current population for reproduction, or select the individuals at random with some bias to the fittest members. Although the latter variant can sometimes select the individuals with very poorly fitness and thus may even lead to temporary deterioration of the population’s fitness, it often gives better overall results. In addition, even fitness evaluation, which is deemed to be an ‘objective’ process, can suffer from noise and uncertainty in a dynamic environment. Therefore, EAs are inherently probabilistic and may give sufficiently different results every time they run.

The probabilistic nature is not the only unusual feature of EAs (for an engineering mind) which should be clearly realised and accepted to avoid misunderstanding and misinter-
pretation of the results. Many of these features are explained by John Koza in [118] and they will be briefly outlined here due to their importance.

It is noted that a common (if not the only accepted) engineering and scientific approach is to seek the solutions which are correct, consistent, justifiable, certain, orderly, parsimonious and decisive. However, not all (if any) of these principles should be used in solving every problem. Only occasionally evolutionary approach can give a solution which complies with some of these principles. Some of them may not be applicable to simple function optimisations; however, for complex design problems an understanding of all of them is important.

Correctness. By correctness it is usually assumed that the solution, though being affected by errors, inaccuracies, simplifications, etc., is centred on the correct solution, or at least the degree of incorrectness (bias) is known. For example,

\[ x = \ln a + a \cdot 10^{-10} \]

is not considered as the correct solution to the equation \( e^x = a \), even though the additional incorrect term \( a \cdot 10^{-10} \) introduces an error that is considerably smaller than everyday precision requirements. However, EAs works only with admittedly incorrect solutions, and more often than not the incorrectness is not as clearly visible as in the above example and cannot be simply eliminated.

Consistency. EAs actively encourage and use a diverse set of clearly inconsistent and contradictory approaches in attempting to solve a problem. For example, the landing flight control generated by an EA can produce totally different trajectories for faintly different conditions (and sometimes even for similar conditions), as long as they satisfy the predefined goal. In fact, great diversity of the population, however inconsistent it may be, helps EA to arrive at the solution faster.

Justifiability. The solutions generated, in essence, at random, have no logical justification. There is no sound logical sequence of reasoning which leads to any particular solution, like there is no deduction which lead to inclusion of the extra term \( a \cdot 10^{-10} \) in the example above.

Certainty. With great advances in stochastic methods (from Monte Carlo to fractal and dynamic chaos theory), the potential and properties of probabilistic approach is rather better understood. However, even for these entirely random methods people tend to seek a deterministic explanation. It should be made clear that, as already noted, every step of EAs is probabilistic, thus anything can happen and nothing is guaranteed.

Orderliness. Most of the algorithms used for problem solving are not only deterministic but also have inherent order: they proceed in a controlled and synchronised way. In contrast, EAs consist of a number of uncoordinated, independent, distributed processes operating
asynchronously without central supervision. Untidiness and disorderliness are fundamental features of biological processes in nature as well as of EAs.

**Parsimony.** Scientists and engineers strongly prefer the simplest possible solutions and explanations, which is aptly expressed in the Occam’s Razor principle. Conversely, fitness, not parsimony, is the dominant factor of evolution, whether natural or algorithmic. Once a good solution is found, it is usually enshrined and propagated. Thus, many examples of seemingly indirect and complex (but successful) ways of solving problems can be observed in nature as well as in the solutions generated by EAs. Parsimony seems to play a role only when it interferes with fitness (for example, when the price is paid for excessively complex solutions).

**Decisiveness.** Decisive algorithms are those which have a well-defined termination point at which they converge to a result which is a solution to the problem at hand. However, in EAs not always such a termination point can be defined. Biological evolution has no termination point at all. Even if the process is interrupted, it offers numerous inconsistent and contradictory answers (although the external observer is free to focus on the best current answer).

All the considerations stated above will be clearly visible later on when the controller is designed.

### 4.2 Evolutionary Algorithms inside

There are several branches of EAs which focus on different aspects of evolution and have slightly different approaches to ongoing parameters control and genome representation. Many of the preferences are due to historical reasons and years of independent development. They do not contradict but rather supplement each other, although theoretical results are not always compatible. In this work, a mix of different evolutionary methods is used, combining their advantages. These methods are described in the following sections. They have the common names: *Genetic Algorithms (GA), Evolutionary Programming (EP), Evolutionary Strategies (ES)* and *Genetic Programming (GP)*. There are several evolutionary machine learning methods as well, such as *Classifier Systems*, which deal with behaviour of finite state automata. They have little relevance to this work and are not presented here.

As noted above, all the evolutionary methods share many properties and methodological approaches. Therefore, a description of all key elements of EAs is first given, with only brief references to particular evolutionary methods when necessary. Then, in the section 4.3 and further, the methods themselves are outlined.

#### 4.2.1 Fitness evaluation

*Fitness, or objective value,* of a population member is a degree of ‘goodness’ of that member in the problem space. As such, fitness evaluation is highly problem dependent. It is
implemented in a function called *fitness function*, or more traditionally for optimisation methods, *objective function*. It accepts the phenotypic (decoded) value of the member’s genome (see 4.2.2), interprets it and calculates the fitness according to the problem at hand. The plot of fitness function in the problem space is known as *fitness landscape*.

The word ‘fitness’ implies that greater values (‘higher fitness’) represent better solutions. However, mathematically this does not need to be so, and by optimisation both maximisation and minimisation are understood. (In the case of minimisation, objective function is sometimes referred to as *cost function* or *penalty function*). It is up to the selection procedure (Section 4.2.3) how to handle fitness. Some selection schemes, e.g. *fitness proportional selection* (4.2.3.2), offer only maximisation of the fitness. In such cases, a minimising fitness function can be easily turned into the maximising one by subtracting the original fitness value from an arbitrary value $a$: $f' = a - f$. However, some selection methods may be sensitive to the value $a$, and it should be chosen, generally, as a minimum value to avoid negative fitness (to which these methods are also usually sensitive).

For a wide area of optimisation applications, the fitness function is the problem to be solved by itself. For example, if the problem is to minimise the function $f(x) = x^2$, this function itself will serve as the fitness function. However, in many tasks only a qualitative description of what is ‘good’ and ‘bad’ is given. In these cases, a quantitative expression of that description must be designed. This may be a challenge when little is known about the ways of achieving the optimal solution. Although EAs are proved themselves as robust methods, their performance depends on the shape of the fitness landscape. If possible, fitness function should be designed so that it exhibits a gradual increase towards the maximum value (or decrease towards the minimum). In the case of GAs (Section 4.3), this allows the algorithm to make use of highly fit *building blocks* (see 4.2.9), and in the case of ESs (Section 4.4)—to develop an effective search strategy quickly.

In solving real world problems, the fitness function may be affected by noise that comes from disturbances of a different nature. Moreover, it may be unsteady, that is, changing over time. This means that the fitness function may return different values when evaluated several times with the same input. Generally, EAs can cope very well with such types of problem, although their performance may be affected. However, it is better if the algorithms are tuned deliberately for noisy and/or unsteady fitness function (see e.g. [149]). The first and obvious observation is that the fitness of a member should always be re-evaluated in the next generation even if the member is propagated there from the previous generation intact. Other adjustments usually include allowing higher variability and diversity of the population through higher mutation and recombination rates and larger population sizes.
It is accepted that the performance of an optimisation algorithm (and in calculus in general) is measured in terms of objective function evaluations, because in most practical tasks objective evaluation takes considerably more computational resources than the algorithm framework itself. For example, in optimisation of the aerodynamic shape of a body, each fitness evaluation may involve a computer fluid flow simulation which can last for hours. Nevertheless, even for simple mathematical objective functions EAs are always computationally intensive (which may be considered as the price for robustness), and the performance issue of the fitness function evaluation should receive due attention. For further discussion on performance measurement, see Section 4.2.7.

The computation performance may be greatly improved by parallelisation of the fitness evaluation. EAs process multiple solutions in parallel, therefore they are extremely easily adopted to parallel computing.

4.2.1.1 Multi-objective problems

Another useful consequence of maintaining a population of solutions is the natural ability of EAs to handle multi-objective problems. A common approach to reduce a multi-objective tasks to a single-objective one, by summing up all the criteria with appropriate weighting coefficients, is not always possible. Unlike single point optimisation techniques, EAs can evolve a set of Pareto optimal solutions simultaneously. A Pareto optimal solution is the solution that cannot be improved by any criterion without impairing it by at least one other criterion. This is best illustrated with a simple example.

Suppose the problem is to minimise both $x$ and $y$, constrained by $(x - 6)^2 + (y - 6)^2 < 25$ (the area inside the circle of radius 5 with the centre at (6; 6), see Fig. 4.1). Consider the solutions, denoted by o’s on the figure. No one of them may be improved within the given constraints by either $x$ or $y$ without adverse increase of another parameter. These solutions represent the Pareto optimal set, or Pareto front.

From the standpoint of the fitness function, implementing the multi-criteria optimisation is straightforward: the fitness function should return a vector of criteria values instead of a scalar. A slightly trickier
task is to adapt the selection procedure. Although the following sections outline selection mechanisms in detail, the approach to handle multi-criteria selection is given here, because it is applied ‘on top’ of the common selection methods and can be used with nearly any of them.

The multi-criteria selection utilises the concept of solution dominance. A solution is said to be dominated if there exists another solution in the population that is unconditionally (i.e. by all parameters) better. Otherwise, the solution is non-dominated. Clearly, the set of the non-dominated solutions in a population represents currently best solutions. As not one of these solutions may be preferred by any other one, they should be selected either with equal probability or all at once.

However, identifying the current winners is not enough for a steady advance. The distinction between ‘not very good’ and ‘bad’ solutions should be made as well. This is usually achieved through a non-dominated sorting procedure. The procedure is somewhat similar to the principle of single-criterion selection (described later in 4.2.3.3), but the population is ranked on the basis of non-domination. All non-dominated members receive the highest rank. Then they are removed from the population and the next set of non-dominated solutions is identified. This set receives a lower rank (see Fig. 4.1). The process continues until the entire population is ranked. After ranking, common selection techniques are applied such as niching and proportionate selection. Niching and speciation may be especially useful in the case of multi-criteria optimisation, because they help to prevent excessive competition within the Pareto optimal front, which may arise due to significant distance between its members. See also [183, 232] and [80] for detail.

### 4.2.2 Genome representation

In EA theory, much as well as in natural genetics, *genome* is the entire set of specifically encoded information that fully defines a particular individual. The term *genotype* is sometimes used to describe the pure information content of the genome. The actual shape of the individual, or, broadly speaking, the representation of the genome in the original problem space, is called *phenotype*.

For some pure mathematical optimisation problems, the transformation from genome to phenotype and back may be direct—that is, the genome may be the same as phenotype (for example, a real number). However, in most engineering applications a more sophisticated mapping is required, because many parameters of a different nature are optimised simultaneously. Although some theoretical analysis of choosing the best (or at least highly effective) genome representation is available for some types of EAs [80], in practice building a suitable representation is, in a sense, an art. A general guideline to building a genome is that the genome should be as compact as possible yet allow a natural expression of the problem and ap-
plication of genetic operators (Sections 4.2.4, 4.2.5). A deeper insight in how the genome is processed and how the encoding may influence the performance of the algorithm is given in Section 4.2.9.

This section focuses only on numeric genome representation. However, EAs are not limited to numeric optimisations, and for more ‘creative’ design tasks a more sophisticated, possibly hierarchical, genome encoding is often required. In fact, virtually any imaginable data structure may be used as a genome. This type of problem is addressed in Section 4.5 Genetic Programming.

One of the most widely used genome encodings is a string-like representation. It is particularly popular in Genetic Algorithms. In GAs, the genome is usually represented as an alphabet-based string, called chromosome. Mimicking of biological genome representation is obvious and is in fact inspired by nature.

In nature, chromosomes are character strings in base-4 alphabet. The four nucleotide bases which encode the information along the length of the DNA molecule are adenine (A), guanine (G), cytosine (C) and thymine (T). The sequence of these bases constitutes the chromosome string or the genome of a biological individual (except for some viruses that store heritable information in a simpler RNA molecule in which thymine is replaced with uracil). The encoding is not a simple ‘bit mapping’ in which each single character in the string has a definite meaning. Instead, the nucleotide bases form three-letter ‘words’ called codons, which determine the position of a specific amino acid in a protein molecule during protein synthesis. Moreover, a large sequence of codons occupying a fixed position on a chromosome construct ‘sentences,’ better known as genes, which actually determine characteristics of an individual (or regulate the operation of other genes).

A computer implemented encoding may be much simpler than the biological one or may be just as sophisticated. Binary digital computers, dominating the world, favour using binary encoded chromosomes with base-2 alphabet. These computers are particularly fast at manipulating with binary strings, which probably was an especially important consideration in the 70’s when GAs were quickly developing and computer resources were too limited. However, many other alphabets, particularly problem-oriented, have been successfully used.

A general framework of a typical GA is exactly as shown in the EA pseudo code above (see Section 4.1). A commonly used genome representation in GAs is a fixed length binary string with real numbers mapped into integers. There are several reasons for that apart from simplicity of encoding and storage, and most of them are linked with convenience of applying genetic operators, recombination (crossover) and mutation, which are described in the following sections.
As an example, let us consider a so called ‘sphere problem’, which in its simplest form and in two dimensional case is expressed as

\[ R = x^2 + y^2, \quad R \rightarrow \min \]  \hspace{1cm} (4.1)

and has an obvious answer \( x = y = 0 \). For genetic optimisation, the two unknowns \( x \) and \( y \) can be encoded as binary numbers of length \( n \), and the genome can be formed by concatenating these numbers into a one bit string of the length \( L = 2n \).

The choice of any particular \( n \) is determined by the trade between the required precision and available computation resources. The search space for binary encoding has the size of \( 2^L \), and thus each additional bit in the chromosome doubles the search space, which greatly affects performance. On the other hand, a length \( n \) binary number has \( 2^n \) discrete states, giving accuracy of \( 1/2^n \) for linear mapping. Linear mapping is expressed as follows:

\[ x = \frac{x_{\text{max}} - x_{\text{min}}}{2^n - 1} z + x_{\text{min}} \]  \hspace{1cm} (4.2)

and the reverse

\[ z = \text{int}\left( \left( 2^n - 1 \right) \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right) \]  \hspace{1cm} (4.3)

where \( x \) is the problem specified variable, \( z \) is its integer representation and \([x_{\text{min}}; x_{\text{max}}]\) is the specified range. ‘int’ denotes the integer part of the result.

For example, if 8 bit numbers are used and the problem determines the range of \([-1.0; 1.0]\), this range will be mapped into integers \([00000000; 11111111]\) \([0; 255]\) decimal\(^{1}\). As 255 corresponds to 1.0, the next possible integer, 254, will correspond to 0.99215686, and there is no means of specifying any number between 0.99215686 and 1.0.

This is a common drawback of digital (discrete) machines, and care should be taken when choosing appropriate representation. The required accuracy is often set relative to the value, not the range. In this case, linear mapping may give too low accuracy near zero values and too high accuracy towards the end of the range. This was the reason for inventing the so called floating point number representation, which encodes the number in two parts: mantissa, which has a fixed range, and an integer exponent, which contain the order of the number—the same principle as used for scientific decimal representation like ‘0.85·10^4’, where ‘0.85’ is mantissa and ‘4’ is exponent with base 10 (which may be implicit in some notations, like ‘0.85E+4’). For binary floating point encoding, naturally, base 2 for exponent is usually im-

\(^{1}\) For zero-mean range \([-1.0; 1.0]\), a more convenient signed binary representation \([10000000; 01111111]\) \([-128; 127]\) decimal) could be used, however this would involve explanation regarding inverse encoding of negative numbers, commonly used in digital computers to provide smooth transition through zero. In most practical GA implementations where linear mapping is applied, unsigned integers are used.
plied, and about three quarters of the allocated bits is used for mantissa. This representation is implemented in nearly all software and many hardware platforms which work with real numbers.

However, dealing with binary encoded floating point numbers in a way common for GAs has several disadvantages due to significantly different roles of the bits. Modifying the exponent by splitting the chromosome or by swapping bits will mostly have a ‘lethal’ effect, producing values far out of the domain of the objective function. Therefore, if the floating point precision is required, either nonlinear mapping into integers or specific algorithms tailored for real numbers should be used. Some of these algorithms are described in the sections dedicated to Evolutionary Strategies.

Let us return back to the Sphere problem. Suppose that the range (–1;1) and 8-bit fixed point precision (0.4%) is specified. The chromosome can then be formed as a 16-bit string:

xxxxxxxxyyyyyyyy

An individual 0100101010110011, for example, can be decoded in two steps:

• splitting the chromosome into two 8 bit parts, the left one (01001010, 74 decimal) for \(x\) and the right one (10110011, 179 decimal) for \(y\).
• applying linear scaling (3.1), yielding \(x = -0.4196\) and \(y = 0.4039\).

Upon obtaining \(x\) and \(y\), fitness can be calculated (4.1): \(R = (-0.4196)^2 + 0.4039^2 = 0.3392\).

Binary representation, although fast at computation and convenient, is not the only option even for simple problems. Alternatively, fixed point decimal representation may be used, for example. For the range (–1.0; 1.0) and accuracy 1%, only two fractional digits is enough. However, handling negative values should be provided in some form. For instance, a field for minus and plus sign can be incorporated directly into the chromosome. This makes the chromosome very demonstrative at a glance (e.g. ‘−36+68’, which could mean \(x = -0.36, y = 0.68\)) and straight-forward for encoding/decoding, but requires non-uniform, more sophisticated application of genetic operators as the chromosome alphabet is different for different fields.

Many engineering tasks require not the optimisation of real value parameters but optimal selection of specifically listed items. For example, water pipes have standard sizes, and optimal planning of the pipelines may involve selection of particular sizes for each section. This can be easily encoded by enumerating all available sizes and assigning an integer code for each size. Furthermore, other (independent) parameters may be added, such as, for example, material. Suppose there are 16 pipe sizes available in steel and plastic (which may have an impact on the cost and durability). Then one bit in the chromosome can be allocated for
material (so called ‘flag bit’, e.g. 0 means ‘metal’ and 1 means ‘plastic) and four bits for the code of the size (this gives exactly $2^4 = 16$ size combinations). Therefore, each section occupies 5 bits on the chromosome, while the total length of the chromosome will depend on the size of the network being optimised.

There may arise a question: what to do if we have, say, 14 standard sizes? It is impossible to allocate a fraction of a bit (although a bit can be shared between two parameters in some cases). Therefore, four bits are required for any number of items between $2^3 + 1 = 9$ and $2^4 = 16$. This means that some of possible binary combinations will have no assigned meaning. There are three general solutions for this problem.

First, the ‘spare’ codes may be assigned with the same meaning as some of the existing codes, creating redundant codes. This is the way exploited by nature: the $4^3 = 64$ possible codons in a human DNA chain encode only 20 amino acids (plus a termination command). This results in up to six different codes for one amino acid. Considering that mutation and other genetic operations are uniform, that is, evenly applied along the chromosome, such redundant encoding obviously results in a bias towards the values represented by multiple codes. This may be both beneficial and unfavourable, depending on the actual problem. In nature, such bias is observable: the frequency of the codons and the frequency of their amino acids is correlated (with only one exception). For the pipeline problem with 14 sizes, if there is a reason to believe that, on average, two of the sizes are more suitable for the network than others, these sizes may be assigned with additional codes. It should be mentioned that there are some more complicated consequences of redundant encoding which are out of the scope of this text.

Another way is preventing the genetic operations (including initial random sampling) from creating ‘prohibited’ codes. Though relatively simple, this approach complicates even simpler mutation and crossover operations and often involves partial decoding of the chromosome. More importantly, it rejects the schemata (see Section 4.2.9 below) which may be of good value. That is, if for example, the codes 1110 and 1111 (14 and 15 decimal) are always rejected, this apart from not processing the schema 111* reduces the number of processed schemata 1*** and 11**, which may contain the optimal value. This may affect the overall performance (especially if crossover is extensively used).

The third and commonly used way is a general one dealing with domain constrains. This method allows emerging the prohibited (out-of-scope) values, but assigns them very low fitness during fitness evaluation. However, even such ‘penalty’ should not be, usually, so prohibitively high that the affected individuals are unavoidably purged from the population in the current generation. Otherwise the same problem as in the previous case may arise. Generally,
even poorly performing individuals should have some chance to participate in producing the offspring. This issue is addressed in greater detail in Section 4.2.8.

Another type of genome encoding which should be mentioned is the permutation encoding. It is used mostly in ordering problems, such as the classic Travelling Salesman Problem, where the optimal order of the given tokens is sought after. In this case, a chromosome can represent one of the possible permutations of the tokens (or rather their codes), for example, ‘0123456789’ or ‘2687493105’ for ten items. When this type of encoding is used, special care should be taken when implementing genetic operators, because ‘traditional’ crossover and mutation will produce mostly incorrect solutions (with some items included twice and some items missing).

Finally, a vector of floating point real values can be used as a chromosome to represent the problem that deals with real values. However, domain constraints handling should be implemented in most cases, as the floating point numbers, unlike integers, have virtually no highest and lowest values (in a practical sense). Moreover, special recombination and mutation operations should be used in this case. As real-valued encoding is not alphabet-based, these operations work on essentially different principles than ‘classic’ genetic operators, and their properties should be carefully examined before including in the algorithm. Some of the real-valued recombination and mutation operators are described below in the appropriate sections.

There are many other methods of genome representation. Performance, simplicity, convenience and other factors should be taken into account when choosing one or another method.

4.2.3 Selection

Selection is the key element of all evolutionary algorithms. During selection, a generally fittest part of the population is chosen and this part (referred as mating pool) is then used to produce the offspring.

A few words should be said here about reproduction. In EAs, reproduction is a general term that describes the whole process of producing the offspring after selection (i.e. from the mating pool). It may range from simple copying of the selected members into the next generation population to a sophisticated sexual mating of the selected individuals that produce ‘children’. If recombination is used in the EA, it usually forms a part of the reproduction process. Therefore, some aspects of reproduction are outlined in this section as well, although the actual implementation of some of the steps is described later in the following sections.

The requirements for the selection process are somewhat controversial. On the one hand, selection should choose ‘the best of the best’ to increase convergence speed. On the
other hand, there should be some level of diversity in the population in order to allow the population to develop and to avoid premature convergence to a local optimum. This means that even not very well performing individuals should be included in the mating pool.

This question is known as the conflict between exploitation and exploration. Indeed, fast convergence is achieved through massive exploitation of the good-so-far genes, concentrating the search around an already discovered optimum. However, intensive (‘greedy’) exploitation of the currently best individuals comes at the cost of neglecting the exploration of the search space. Moreover, this quickly leads the population to domination by one, or at most a few, ‘super-individuals’. With very little genetic diversity in such a population, new areas in the search space become unreachable and the process stagnates. Although exploration takes valuable computation resources and may give negative results (in terms of locating other optima), it is the only way of gaining some confidence that the global optimum is found. For further discussion about this keystone question the reader is referred to [80] or Holland’s [97].

It should be noted that the optimal balance between exploitation and exploration is problem dependent—and not only in terms of the structure of the search space. For example, real-time systems may want a quick convergence to an acceptable sub-optimal solution, thus employing strong exploitation; while engineering design which uses EAs as a tool is often interested in locating various solutions across the search space, or may want to locate exactly the global optimum. For the latter tasks, greater exploration and thus slower convergence is preferred. Moreover, for better overall performance of the algorithm, different convergence rates may be induced at the initial and final stages of search, allowing greater exploration in the beginning and thorough refining near the end. Nevertheless, GAs are able to identify optimal or near-optimal solutions under a wide range of selection pressures, demonstrating remarkable intrinsic robustness [83] (it will be shown later that shifting towards exploitation over time is an inherent feature of most GA implementations).

Balance between exploitation and exploration can be controlled in different ways. For example, intuitively, stronger mutation favours greater exploration. However, it is selection that controls the balance directly. This is done by managing the ‘strength’ of selection. Very strong selection realises exploitation strategy and thus fast convergence, while weak selection allows better exploration.

A general characteristic that describes the balance between ‘perfectionism’ and ‘carelessness’ of selection is known as selection pressure. This term is well known in biology: the greater competition between the species for the limited resources, the greater the selection pressure is. In other words, selection pressure is the degree to which the better individuals are favoured. The higher the selection pressure, the more the better individuals are favoured. Selection pressure control in a GA can be implemented in different ways; a very demonstrative
(but not necessarily comprehensive) parameter is the size of the mating pool (i.e. the number of the selected individuals) relative to the size of the population. As a rule, the smaller the mating pool, the higher the selection pressure. If for example, only one best member is selected, this means extreme selection pressure, while if the mating pool is exactly the size of the population, it may mean no selection at all.

A quantitative estimation of the selection pressure may be given by the *take-over time* $\tau$ [82]. With no mutation and recombination, this is essentially the number of generations taken for the best member in the initial generation to completely dominate the population. The value $\tau$ depends not only on the selection scheme, but also on the fitness function. For example, for optimisation of exponential functions with fitness proportional selection, $\tau$ has the general order $N \ln N$, where $N$ is the population size [44, 82].

There is a number of various selection methods commonly used in EAs. The efficiency of one or another method largely depends on population properties and characteristics of the whole algorithm. In practice, the choice of selection strategy is based mostly on empirical data, following an established approach in a particular area. However, a theoretical comparison of the selection schemes may be found in [82].

Before a brief description of the selection methods, some common properties of all methods should be discussed.

First, all selection methods can be divided into two groups: *stochastic* and *deterministic*. Deterministic methods use the fitness value of a member directly for selection. For example, the best half of the population may be selected or all individuals with the fitness better than a given value may be included in the mating pool. In contrast, stochastic selection methods use fitness only as a guide, giving the members with better fitness more chances to be selected. Therefore, even the best individual is not guaranteed to reproduce when stochastic selection is employed. As a rule, stochastic methods allow greater exploration (if other settings are equal), because even ‘bad’ individuals participate in production of the offspring and the best individuals are sometimes disregarded. However, deterministic methods can be tuned to allow greater exploration. For example, every second member in a sorted by fitness list can be taken for reproduction instead of the best half of the population.

A general observation (applicable not only to selection) is that stochastic methods work better for large populations, while small populations prefer a deterministic approach (see [27] for example). This is due to *stochastic sampling errors* of the stochastic methods [44], which may be fatal for small populations. These errors happen when the selection significantly diverts from its ‘average behaviour’, flooding the mating pool with the worst members. There are always the chances that ‘bad’ members receive unusually high number of hits (and
‘good’ members lose), and for small populations even a single sampling error will affect the whole evolution.

One of the simple ways to reduce the possible impact of stochastic sampling errors is to guarantee that the best, or elite, member(s) is always selected for reproduction. This approach is known as Elitism. In effect, elitism is the introduction of a portion of deterministic selection into a stochastic selection procedure. However, elitism itself may be applied stochastically, that is, not in every generation but with some (usually high) probability.

In most cases, elitism assumes that the elite member is not only selected, but also propagated directly to the new population without being disrupted by recombination or mutation. This approach ensures that the best-so-far achievement is preserved and the evolution does not deteriorate, even temporarily. In the more general elitist strategy, a monotonic course of evolution is ensured by selection not only from the parent population, but also from its offspring, thus selecting from the union of parents and offspring.

Elitism and elitist strategies imply that a good member can theoretically have an unlimited lifespan. This may seem beneficial (and in many cases it is), however this is not always so, especially for some types of ridge functions and noisy and/or dynamic environments [164]. Here is a good place to point out again that EAs often produce counterintuitive results, therefore all intuitive ‘improvements’ to the ‘messy’ evolutionary algorithms should be made with due caution and analysis. In particular, temporary deterioration of the best fitness may be useful to help to leave the region of attraction of a local optimum and reach a better optimum.

Another feature which may be applied to any selection scheme is population overlapping. If a part (or the whole) of the parent population is included in the new population, then the populations are said to be overlapped. The fraction of the old population which is replaced with the fresh members is called a generation gap [52]. In the extreme form, only one new member is added to the parent population (and one, usually weakest, member is removed). This is how most of the continuous selection schemes (e.g. [182]) work. The fitness of the overlapping part usually does not have to be recalculated; however, this is not by itself an advantage as accordingly less new members are tried. Most of the practical GAs use non-overlapping populations, where new population fully replaces the old one. Nothing particularly advantageous is found in overlapping schemes, although they may be useful for some problems, in particular for steady and noiseless environments [82].

It should be also noted that some reproduction schemes allow multiple selection of one member, while others do not. The former case (also referred to as replacement) means that the selected member is returned back to the mating pool and thus may be selected again in the same generation. This feature is often used in stochastic selection methods such as fitness proportional selection and tournament selection, although both the ways can be applied to any
method, including the deterministic ones. However, multiple selection does not necessarily mean that the new population will be crowded with multiple instances of the fittest members. If any of the genetic operators is used, all (or at least the majority) of the new individuals will be different. In fact, multiple selection more closely follows natural selection, where the fittest members produce more ‘children’.

4.2.3.1 Deterministic selection

This is the most straightforward selection method. All members are sorted according to their fitness value and some of the best members are picked up for reproduction. A certain number of members (or population percentage) is usually chosen, or the members may be selected one by one and reproduced until the next generation population is filled up.

As noted before, deterministic methods are more suitable for the algorithms with small populations (less than about 20–40 members). They are therefore used in the areas where small populations are desirable (e.g. when fitness evaluation is extremely costly) or where it is traditionally adopted (in particular in Evolutionary Strategies, see Section 4.4).

It is generally accepted that the performance of an EA is measured in terms of fitness evaluations, because in most practical tasks, fitness evaluation takes considerably more computational resources than the algorithm framework itself. However, the resources taken for the elements of the algorithm (time complexity) can and should be estimated as well. This may help to chose a more efficient operator (selection in particular) if other considerations are equal.

Sorting of the list takes on average $O(N \log N)$ steps ($N$ is the population size hereafter), using standard techniques [82]. After that, selection of each member requires simply $O(1)$ steps. Thus, the overall time complexity of the deterministic selection is $O(N \log N)$.

4.2.3.2 Fitness proportional selection and fitness scaling

In fitness proportional selection, all individuals receive the chances to reproduce that are proportional to their objective value (fitness):

$$p_i = \frac{f_i}{\sum_{j=1}^{N} f_j}$$  \hspace{1cm} (4.4)

where $p_i$ is the probability that the $i$th individual is selected, and $f_i$ is the fitness of the $i$th individual (the greater the value, the fitter the individual is).

This method more closely follows natural selection than any deterministic scheme. It is common in classic Genetic Algorithms. There are several implementations of this general scheme which vary in stochastic properties and time complexity: roulette wheel (Monte
Carlo) selection [52], stochastic remainder selection [33] and stochastic universal selection [24]. The first of these methods is described here in more detail.

The analogy with a roulette wheel arises because one can imagine the whole population forming a roulette wheel with the size of any individual’s slot proportional to its fitness. The wheel is then spun and the ‘ball’ thrown in. The probability of the ‘ball’ coming to rest in any particular slot is proportional to the arc of the slot and thus to the fitness of the corresponding individual [44]. This approach is illustrated in Fig. 4.2 for a population of 5 individuals with the fitness 1.8, 3.2, 12, 7.1 and 3.6.

This may be implemented in the following algorithm:

1. Sum the fitness of all population members \( f \sum \)
2. Chose a random number \( R \) between 0 and \( f \sum \)
3. Let \( s = 0, \quad i = 0 \)
4. while \( s < R \), do
5. \( i = i + 1 \)
6. \( s = s + f_i \)
7. end loop
8. return \( f_i \) as the selected individual.

The algorithm is repeated as many times as necessary for each individual to be selected. Of course, the first step may be executed only once in a generation. The time complexity of the presented scheme is \( O(N^2) \) steps, because each selection is done in \( O(N) \) steps (on average, half the list is searched) and usually \( N \) ‘spins’ are required to fill the new population. This may be improved to \( O(N \log N) \) steps if the list of cumulative slot totals is prepared beforehand and a binary search is used to locate the correct slot [82].

As already noted, the take-over time \( \Gamma \) of fitness proportional selection has the general order \( N \ln N \) [82].

In the form given in the equation (4.1), there is no means to control the selection pressure and the convergence speed; they are determined entirely by the fitness of each individual. However, such a control is often necessary. If for example, early during a run one particularly
fit individual is produced, fitness proportional selection with replacement can allow a large number of copies of this individual (or its immediate derivatives) to flood the subsequent generations. Furthermore, during the later steps of the search when many of the individuals will be similar, this selection scheme will pick up an approximately equal number of each individual. One of the methods intended to overcome this problem and to maintain a steady selection pressure is linear fitness scaling [44].

Linear fitness scaling works by pivoting the fitness of each individual about the average population fitness. The scale is chosen so that an approximately constant proportion of copies of the best members is selected compared to the ‘average member’. This proportion value $c_m$ is typically in the range 1.0 to 2.0. If $c_m = 2$, then twice the number of best individuals will be selected (on average) than will average individuals. Values closer to 1.0 produce a weaker selection pressure. The condition is denoted as $t_{best} = c_m t_{avg}$, where $\tau$ is the number of times an individual is selected.

The linear transformation to achieve the required scaling is:

$$f_i^s = af_i + b \tag{4.5}$$

where $f_i$ is the true fitness of the $i$th individual, $f_i^s$ is its scaled fitness, $a$ and $b$ are scale coefficients which are chosen every generation according to the above principle as follows.

Having two requirements: the mean fitness $f_{avg}$ should be unchanged:

$$f_{avg}^s = f_{avg}$$

and the scaled fitness of the best individual should be $c_m$ times the average fitness:

$$f_{max}^s = c_m f_{avg}$$

the following solution for $a$ and $b$ is obtained:

$$a = \frac{(c_m - 1) f_{avg}}{f_{max} - f_{avg}}$$

$$b = (1 - a) f_{avg} \tag{4.6}$$

Such a transformation can produce a negative scaled fitness. This can be avoided in a number of ways, the simplest one being assigning a zero fitness if a negative value occurs. However, such a crude work-around introduces some bias to the selection, and a more elegant solution would be uplifting the average fitness with appropriate recalculation of both $a$ and $b$ coefficients.

There are some more sophisticated scaling techniques, such as sigma scaling [44], in which the (expected) number of trials each member receives is adjusted according to the standard deviation of the population fitness $\sigma_f$. 
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\[ \tau_i^{exp} = 1 + \frac{f_i - f_{avg}}{2\sigma_f} \]  

(4.7)

### 4.2.3.3 Ranking selection

This is a development of the fitness proportional selection (see above), aimed to achieve greater adaptability and to reduce stochastic errors (i.e. the same problem addressed by fitness scaling). The idea represents the combination of fitness proportional and deterministic selection. The population is sorted according to the fitness, and a rank is assigned to each individual. The rank may be a simple ‘order number’, ranging from \( N \) (the best individual) to 1 (the worst one), or may represent any appropriate non-increasing function which is problem-dependent [23]. After assigning the rank, a proportionate selection is applied as described in the previous section, using rank values instead of fitness.

Ranking has two main advantages before fitness proportional selection (even that with fitness scaling). First, the required selection pressure can be controlled more flexibly by applying a specific rank assignment function. Second, it softens stochastic errors of the search, which can be especially destructive for the fitness functions affected by noise. The latter may be illustrated using the same example that has been used for fitness scaling explanation (see Section 4.2.3.2). Suppose that a particularly fit member is generated that stands well off the whole population (an ‘outlier’, see Fig. 4.3). Even if the proportionate selection is constrained by fitness scaling, this best member will be greatly favoured, whilst the rest of the population will receive very low selection pressure because the differences between their fitness values are insignificant as compared to the ‘outlier’. In contrast, ranking will establish a predefined difference between the neighbouring members, ensuring an adequate selection pressure for the whole population.

Time complexity of this method can be calculated considering two separate stages. First, sorting requires \( O(N \log N) \) steps, using standard techniques [82]. Then, a fitness proportional selection requires between \( O(N \log N) \) and \( O(N^2) \) (see Section 4.2.3.2), which gives
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\caption{Linear fitness scaling compared to linear ranking}
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the overall time complexity of the same order $O(N \log N)$ to $O(N^2)$.

The take-over time depends on the actual ranking scheme used. For linear ranking, it is of the order $\ln N$ [82], i.e. much lower than with fitness proportional selection.

### 4.2.3.4 Tournament selection

Tournament selection is a simple yet flexible stochastic selection scheme. The idea is as follows. Choose some number $s$ of individuals randomly from a population and then select the best individual from this group. Repeat as many times as necessary to fill up the mating pool. This somewhat resembles the tournaments held between $s$ competitors. As a result, the mating pool, being comprised of tournament winners, has a higher average fitness than the average population fitness.

The selection pressure can be controlled simply by choosing appropriate tournament size $s$. Obviously, the winner from a larger tournament will, on average, have a higher fitness than the winner of a smaller tournament. Moreover, as the absolute difference between the fitness of competing members is not taken into account, tournament selection has essentially the same self-adaptation properties as ranking selection (see Section 4.2.3.3 above)—that is, it maintains a certain selection pressure across the population and over the time, irrespective of the actual distribution of fitness.

In addition, selection pressure can be further adjusted via randomisation of the tournament. Instead of simply choosing the fittest individual from the group, the winner may be determined by the following stochastic algorithm:

- choose the best individual from the tournament with probability $p$
- or, choose the second best individual with probability $p(1-p)$
- or, choose the third best individual with probability $p(p(1-p))$
  ...
  and so on until the last individual.

Here $p$ is a predefined value in the range $(0.5; 1]$; the greater values apply stronger selection (when $p = 1$, this scheme turns into the usual deterministic tournament). As shown in [149], a binary (i.e. with $s = 2$) probabilistic tournament with properly selected $p$ exactly matches the linear ranking selection in expectation. However, the most commonly used variant is deterministic binary tournament. If a stronger selection pressure is required, a greater tournament size is used; however, it rarely exceeds 5–6.

One of the advantages of the tournament selection is its algorithmic efficiency. The time complexity of this method is only $O(N)$. Indeed, each competition in the tournament requires the random selection of a constant number of individuals from the population. The comparison among those individuals can be performed in a constant time, and usually $N$ such competitions are required to fill a generation [82]. Moreover, tournament selection is very
simple to code on both parallel and non-parallel computer architectures. Simplicity of parallelisation is especially remarkable because evolutionary algorithms are particularly suitable for parallel computing.

The take-over time (for deterministic tournament) is [82]:

$$\Gamma \approx \frac{1}{\ln s} \left( \ln N + \ln \left( \ln N \right) \right)$$

(4.8)

This implies that the take-over time rapidly decreases as the tournament size $s$ increases.

### 4.2.4 Recombination

Recombination allows solutions to exchange the information in a way similar to that used by a biological organism undergoing sexual reproduction. This effective mechanism allows to combine parts of the solution (building blocks, see Section 4.2.9) successfully found by parents. Combined with selection, this scheme produces, on average, fitter offspring. Of course, being a stochastic operation, recombination can produce ‘disadvantaged’ individuals as well; however, they will be quickly perished under selection.

Note that sexual reproduction does not imply presence of different (two or more) sexes. The only required ability is exchange of genetic information, which may occur between the individuals of the same sex. In fact, the concept of different sexes (sexual determination) is not used in practical EAs and all individuals in the population can mate with each other. Another point is that the number of parents to supply the genetic information is not required to be two, as well as the number of ‘children’ is not strictly limited. However, typical GAs deal with two parents producing one or two children.

Recombination is usually applied probabilistically with a certain probability $P_c$. For GAs, the typical $P_c$ value is between 0.6 and 0.8; however, the values up to 1.0 are common.

#### 4.2.4.1 Alphabet-based chromosome recombination

In essence, recombination is ‘blending’ the information of two (or more) genomes in some way. For typical GAs, an approach from natural genetics is borrowed. It is known as crossover\(^1\). During crossover, chromosomes exchange equal parts of themselves. In its simplest form known as single-point crossover, two parents are taken from the mating pool. A random position on the chromosome (locus) is chosen. Then, the end pieces of the chromosomes, starting from the chosen locus, are swapped (Fig. 4.4).

Note that if the chromosome carries multiple parameters (refer to the example given in the Section 4.2.2), the crossover locus generally does not need to observe the parameters’

\(^1\) Biologists also use the term crossing over. In artificial evolutionary approach, crossover is often used as the general term for any recombination method.
boundaries. Moreover, exactly swapping the parts of the parameters is the primary goal of crossover. However, in some cases, especially when the mating chromosomes are not homogenous, keeping the boundaries may be required. In such cases, another way of changing the parameters is necessary, for example, a special ‘internal’ crossover or mutation.

Single-point crossover can be generalised to \( k \)-point crossover, when \( k \) different loci are chosen and then every second piece is swapped. However, according to De Jong’s studies [52], multi-point crossover degrades overall algorithm performance increasingly with an increased number of cross points. More recent studies, e.g. [207], confirm this conclusion.

There is another way of swapping pieces of chromosomes, known as **uniform crossover**. This method does not select crossover points. Instead, it considers each bit position of the two parents one by one and swaps the corresponding bits with a probability of 50\%. Although the uniform crossover is, in a sense, an extreme case of multi-point crossover and can be considered as the most disruptive its variant, both theoretical and practical results [204, 206, 207] show that uniform crossover outperforms \( k \)-point crossover in most cases.

The above methods can be extended in a number of ways to add greater flexibility and controllability which may be needed for a specific task. For example, special control bits may be added to the chromosomes that control application of the crossover to the respective chromosome [204]. A particularly interesting approach is the adaptive multi-parent symbolic combination of partially-defined chromosomes, developed by R. Watson and J. Pollack [221]. Instead of recombining the parts of the chromosomes, it merges the whole individuals. Combined with other elegant adaptive methods, it forms what the author calls **The Symbiogenic Evolutionary Adaptation Model (SEAM)** [222].

**4.2.4.2 Real-value recombination**

Real-coded EAs require a special recombination operator. Unlike bit strings, real parameters are not deemed as strings that can be cut into pieces. Instead, they are processed as a whole in a common mathematical way.

Due to rather historical reasons, real-coded EAs were mostly developing under the influence of Evolutionary Strategies and Evolutionary Programming (see Section 4.4), which
put more emphasis on mutation than recombination. As a result, real-value recombination has not been properly considered until the fairly recent past (’90s). Nevertheless, a number of various recombination techniques have been developed. Detailed analysis of them is available in [27, 57, 92].

The simplest real-value recombination one can think of is the averaging of several parents, which is known as arithmetic crossover. This method produces one offspring from two or more parents. Despite the presence of more advanced techniques, arithmetic crossover is used in many ESs which employ their own adaptation technologies and thus do not require self-adaptation from the recombination [90]. However, averaging may be weighted according to parents’ fitness or using random weighting coefficients.

Self-adaptive recombination create offspring statistically located in proportion to the difference of the parents in the search space. These recombination operators generate one or two children according to a probability distribution over two or more parent solutions. Simply stated, if the difference between the parent solutions is small, the difference between the child and parent solutions should also be small.

The most popular approach is to use a uniform probability distribution—the so called ‘blend crossover’, BLX [64]. The BLX operator randomly picks a solution in the range
\[
\left[ x_1 - \alpha (x_2 - x_1); x_2 + \alpha (x_2 - x_1) \right]
\]
for two parents \( x_1 < x_2 \). \( \alpha \) is the parameter which controls the spread of the offspring interval beyond the range of the parents’ interval \([x_1; x_2]\). For \( \alpha = 0 \), BLX simply picks a solution within the parents’ interval \([x_1; x_2]\). In a number of papers it has been reported that \( \alpha = 0.5 \) delivers the best performance (e.g. [58]). This value implies that the probabilities that the offspring will lie inside the parents’ interval and outside it are equal. The \( \alpha \) value is usually included in the designation of the operator in the way BLX-\( \alpha \) (e.g. BLX-0.5).

Other approaches suggest non-uniform probability distribution. The Simulated Binary Crossover (SBX) uses a bimodal probability distribution with its mode at the parent solutions. It produces two children from two parents. This technique has been developed by K. Deb and his students in 1995 [55]. As the name suggests, the SBX operator simulates the working principle of the single-point crossover operator on binary strings. The procedure of computing the children solutions \( x_1^* \) and \( x_2^* \) from parents \( x_1 \) and \( x_2 \) is as follows. First, the distribution index \( \eta \) must be specified, which

\[\text{Fig. 4.5 Probability distribution for creating children solutions in SBX crossover}\]
may be any non-negative real number. A large value of $\eta$ gives a higher probability of creating near parent solutions, while a small value allows distant solutions to be produced. Fig. 4.5, taken from [58], shows an example of the distribution for the two values of $\eta$ of 2 and 5 and the parents $x_1 = 2$ and $x_2 = 5$. This distribution is derived to have a similar search power as that in a single-point crossover in binary-coded GAs. $\eta$ is usually selected once for the whole search. The other parameters are calculated for each recombination procedure.

A uniformly distributed random number $u$ between 0 and 1 is then generated. Thereafter, a so called spread factor $\beta$ is calculated as follows:

$$\beta = \begin{cases} 
(2u)^{\frac{1}{\eta+1}} & \text{if } u \leq 0.5 \\
\left(\frac{1}{2(1-u)}\right)^{\frac{1}{\eta+1}} & \text{otherwise}
\end{cases} \quad (4.9)$$

After that, the children solutions may be obtained:

$$x_1^* = 0.5\left((1+\beta)x_1 + (1-\beta)x_2\right)$$
$$x_2^* = 0.5\left((1-\beta)x_1 + (1+\beta)x_2\right) \quad (4.10)$$

Note that two children solutions are symmetric about the parent solutions. This is deliberately used to avoid any bias towards any particular parent solution in a single crossover operation.

The SBX operator has been extended by its developers to a multi-parent case in the Parent-Centric Crossover (PCX) [57].

There is a closely related method which uses a triangular probability distribution instead of that shown in Fig. 4.5. The method is known as Fuzzy Recombination (FR) [218]. For FR, $\beta$ is calculated as

$$\beta = 1 + 2\zeta d \quad (4.11)$$

where $\zeta$ is a random number with a triangle distribution in $[-1; 1)$, which can be easily obtained by summing two independent uniformly distributed in $[0; 1)$ random numbers $u$: $\zeta = u_1 + u_2 - 1$. $d$ is a strategy parameter similar to $\alpha$ for BLX crossover and $\eta$ for SBX. As a rule of thumb, $d$ may be set to 0.5, although values from about 0.3 to 1.2 may be more effective for some problems [27]. After obtaining $\beta$, children solutions are calculated using (4.10).

A different approach is demonstrated by the Unimodal Normal Distribution Crossover (UNDX) [162]. It uses multiple (usually three) parents and create offspring solutions around the centre of mass of these parents. Techniques with such a behaviour are called mean-centric recombination (unlike parent-centric SBX and FR) [57]. UNDX uses a normal probability distribution, thus assigning a small probability to solutions away from the centre of mass. Another mean-centric recombination operator is the Simplex Crossover (SPX) [94]. It differs
from UNDX by assigning a uniform probability distribution for creating offspring in a restricted region marked by the parents. This makes the SPX related to the BLX-0 operator, generalised to a multi-parent case.

Although both mean-centric and parent-centric recombination methods were found to exhibit self-adaptive behaviour for real-coded GAs similar to that of ESs (see Section 4.4) [27, 56], in a number of reports parent-centric methods were found generally superior [57].

4.2.5 Mutation

Mutation is another genetic operator borrowed from nature. However, unlike recombination, which is aimed at producing better offspring, mutation is used to maintain genetic diversity in the population from one generation to the next. As such, mutation is a purely explorative operator. As noted above (Section 4.2.3), sufficient exploration allows the search to avoid local optima and thus increases robustness of the algorithm.

Not unlike recombination, mutation works differently for alphabet-based chromosomes and real-coded algorithms. However, in both cases it is merely a blind variation of a given individual. Nonetheless, parameters of this variation may be controlled and adjusted to obtain a required degree of exploration, similar to adaptive recombination operators discussed above.

4.2.5.1 Bit string mutation

In nearly all ordinary GAs, mutation is implemented as variation of a random bit in the chromosome. Each bit in the chromosome is considered one by one and changed with certain probability $P_m$. Bit change can be applied either as flipping (inverting) of the bit or replacing it with a random value. In the latter case, the actual mutation rate will be twice as low, because, on average, half of the bits are replaced with the same value. A more computationally effective way may be employed as well with essentially the same outcome. For example, an individual may be chosen for mutation with a probability $L \cdot P_m$ ($L$ is the chromosome length), and then a random bit selected and changed. This way, not more than one bit in a chromosome is changed, but slow bit-by-bit scanning is avoided.

In GAs, mutation is usually controlled through mutation probability $P_m$. As a rule, GAs put more stress on recombination rather than on mutation, therefore typical mutation rates are very low, of the order of 0.03 and less (per bit). Rates close to 0.001 are common. For sphere problem (see example in the Section 4.2.2), $P_m = 1/L$ has been proven to be optimal [20]. Nevertheless, mutation is very important because it prevents the loss of building blocks which cannot be recovered by recombination alone.

This can be illustrated by a simple example. It is possible that a population may have all its members having the same value of one (or more) particular bit. For instance, all mem-
bers of the population 1010, 1110, 0000, 0010, 1000 have the last bit set to 0. This may happen due to poor initial sampling or greedy exploitation—at any rate, the stochastic nature of GAs can lead to such a result. In this case, not one of the crossover methods discussed in the Section 4.2.4.1 would lead to appear 1 at the last position. Nonetheless, the optimal solution may contain 1 there. Introducing a mutation operator helps to circumvent this problem. Even despite a very low mutation rate, there are significant chances that the lost bit will be mutated (they are of the order $1/L$ for each mutation applied) and this mutation will be reproduced.

Mutation probability can be controlled in a number of ways. For simple GAs, it may be worthwhile to reduce the mutation rate gradually as the strategy shifts towards exploitation. A number of such control functions $P_m(t)$ have been proposed [21]. However, this may easily have an adverse effect—mutation is known for the ability to ‘push’ the stagnated process at the later stages. This is particularly true if selection with replacement is used (see Section 4.2.3), as this approach tends to crowd the population with multiple copies of highly fit building blocks (even though all individuals may be different after undergoing crossover, see 4.2.9).

Another technique to avoid stagnation is so called ‘hypermutation’. Hypermutation is a method in which mutation probability is significantly (10–100 times) increased for a small number of generations (usually one) during the run, or such a high rate is applied constantly to a certain part of the population (e.g. 20%). Hypermutation may be utilised periodically or when stagnation is detected. An extreme case of hypermutation is an influx of random immigrants, i.e. replacing a part of the population with randomly initialised individuals (or simply adding them to the population). Both hypermutation and random immigrants techniques are especially effective for dynamic environments, where the fitness landscape can change significantly over time [86].

The above mutation control methods have a common drawback: they are not selective. Mutation is controlled for the whole population or a random subset of the population. At the same time, an individual approach may be desirable. In particular, stronger mutation might be applied to the weakest members, while less disruptive mutation to the best individuals. Alternatively, some more sophisticated methods can be developed. Such fine tuning is a more common feature of Evolutionary Strategies (see 4.4) and real-coded GAs. However, similar methods are available for bit-string chromosomes as well.

The first aspect to be taken into account is mutation strength with respect to phenotype. The effect of mutation on the phenotype depends on both mutation properties and the genome encoding used (Section 4.2.2). For simple binary integer encoding, a single mutated bit can have an effect on the genotype as increasing/decreasing the genotype value by 1 (when the least significant bit is changed) to $2^{n-1}$ (the most significant bit is changed), where $n$ is the
length of the string used to represent a particular parameter. If linear mapping is used, the corresponding effect on the phenotype will range from the minimal possible $S/(2^n-1)$ to about $S/2$, $S$ being the defined range for the respective variable. Thus, the strongest possible mutation causes the ‘jump’ of the parameter value the size of a half of the given range in the search space. Therefore, if all bits in the chromosome are mutated with equal probability, like in the way described above, there will be a fairly high proportion of such strong mutations. Most of them will be lethal, especially at the latter stages of evolution.

To illustrate this, let us return to the sphere problem example from the Section 4.2.2. In that example, 8 bit encoding was used to represent the values from the range $(-1; 1)$. Suppose the individual 10110110 (182 decimal) is being mutated. According to linear mapping (3.1), this number corresponds to the problem space (phenotypic) value 0.42745. Flipping the least significant bit yields 10110111 (183 decimal), which corresponds to 0.43529. This is rather a small mutation. However, if the most significant bit is inverted, the result will be 00110110 (54 decimal), that is $-0.57647$. It is extremely unlikely that such a strong mutation will be of any help. Therefore, an apparent idea would be to shift the mutation probability towards lower bits to increase the number of ‘soft’, useful mutations. Indeed, this simple solution proved to be beneficial for some problems [69].

Another solution is to use a genome encoding with adjacency property. In such an encoding, adjacent integers differ by a single bit, for example, 000 (0), 001 (1), 011 (2), 010 (3), 110 (4), 111 (5), 101 (6), 100 (7). There exist many different variations of this code, and the most commonly used variant is known as Gray code (shown above, see also [44, 80]). Application of Gray code to GAs has been studied in one of the very first publications about GAs [98]. Using Gray code in the genome does not eliminate strong mutations caused by swapping of a single bit; however, mutations are distributed more favourably.

There are plenty of more sophisticated mutation control methods. Some of them have already been mentioned when discussing genome representation (Section 4.2.2), in particular, enumerative redundancy. In general, redundancy introduces extra bits (or just unused genotype values) to the representation of a particular variable. These bits do not affect the phenotype, but they do attract some number of mutations. Thus, by varying the relative number of ‘spare’ bits of each individual parameter, different mutation rates can be achieved. In addition, some of the ‘most used’ phenotype values may be assigned to the newly added bits giving a favourable bias, like in the example with a pipeline network from Section 4.2.2.

Some more direct control methods have been proposed as well (see, for example, [86]). Not unlike the above method, they utilise additional bits in the genotype which do not affect the phenotype directly. However, these bits control the mutation itself. In the simplest case, a single flag bit can control the applicability of mutation to the respective parameter:
zero value disables mutation and unity enables it. Any imaginable information can be stored in the control bits: mutation probability, level of bias, etc. This approach closely resembles Evolutionary Strategies (see 4.4), but unlike them, is tuned for binary strings and generally plays relatively minor role for the algorithm.

### 4.2.5.2 Real-value mutation

Implementation of a real-value mutation is rather more straightforward than that of alphabet strings. Unlike the latter, it is not an operation directly inspired by nature; however, as the real-coded algorithms generally do not use tricky encoding schemes and have the same problem-space and genotype values of the parameters, real-value mutation can be considered as the operation working on a higher level, up to direct phenotype mutation for function optimisation problems.

Mutation to a real value is made simply by adding a random number to it. As mutation is considered as an explorative genetic operator, it is usually required to be undirected. Therefore, the distribution of the random numbers to be used for mutation should be zero mean. An overwhelming majority of real-coded algorithms use Gaussian (normal) distribution for this operation. Sometimes, a uniform distribution within defined limits is used. Gaussian distribution naturally allows a higher number of small mutations and small number of distant solutions to appear.

It is evident that the strength of real-value mutation can be controlled in a very convenient way, through the variance of the distribution (or the window size for the uniform distribution). Like with the common GAs that operate string-type chromosomes, mutation strength can be adapted using many different techniques, from simple predefined linear decrease to sophisticated adaptation strategies (see Section 4.4).

More often than not real-coded EAs apply mutation to all individuals in the population, leaving the mutation control to the mutation strength as described above. However, probabilistic mutation is possible as well.

### 4.2.6 Mutation vs. Recombination

Which genetic operator—recombination or mutation—is more important for performance and robustness of an EA? Are they both necessary? There is much controversy in the EA community about this question. The existence of many different forms of recombination further complicates the issue. Traditionally, genetic algorithms and genetic programming stress the role of recombination, while evolutionary programming and evolution strategies stress the role of mutation. There are many successfully applied algorithms which use only one of these operators.
One of the first simulations of evolutionary process has been conducted by Fogel [70, 73]. It used iterative mutation and selection to evolve a logic suitable to predict symbol strings generated from Markov processes—an approach developed later into evolutionary programming (EP, see 4.4). A process similar to mutation is known and widely used in a variety of optimisation techniques, for example, *simulated annealing* [216].

On the contrary, Holland [97] found that exactly crossover was the driving force for his genetic algorithms (along with selection, of course), and mutation played only a secondary role. Apparently, this situation has some connection with natural evolution, in which mutations are occasional and scattered—unlike crossover, which takes place during every (sexual) reproduction. However, as it has been shown above in 4.2.5.1, mutation is required for classical GA in order not to lose important building blocks.

Direct comparisons of the effect of the two operators are somewhat controversial too. Fogel in [71] clearly states that any recombination operators have no benefit for real-coded EAs in terms of both robustness and performance. Moreover, he negates that GAs with chromosome strings are different in this sense and states that recombination operators ‘are merely a subset of all random mutations. As in all subsets, their applicability will be strongly problem dependent, if advantageous at all.’

Other researchers give less rigorous conclusions. Schaffer and Eshelman [184] empirically compared mutation and crossover and concluded that crossover can exploit epistasis (positional nonlinearity) that mutation alone cannot. Considerable effort has been made for theoretical comparison as well (e.g. [205]). However, the theories are not sufficiently general to predict when to use crossover or what form of crossover to use. In particular, they do not consider population size, yet population size can affect the relative utility of crossover and mutation operators. Mutation appears to be more useful than crossover when the population size is small, while there is evidence that crossover can be more useful than mutation when the population size is large [204, 207]. Intuitively, it makes sense because recombination works on information exchange between individuals and thus heavily depends on genetic diversity of the population. On the contrary, mutation is an independent operation.

However, this independence and simplicity of mutation has a downside. Pure mutation does not exhibit any self-adaptive behaviour and therefore requires, more often than not, external control (see 4.2.5 and 4.4). Unlike this, the perturbations introduced by crossover naturally diminish as the genetic diversity reduces near optimum.

The current state of the EA practice generally confirms the above observations. ESs and EP, which rely on mutation, use relatively small populations (up to 10–20 members in most cases), while recombination-based GAs and GP exploit larger populations.
4.2.7 Measuring performance

Performance of an EA is the measure how effective the algorithm is in search of the optimal solution. As evolutionary search is a stochastic and dynamic process, it can hardly be positively measured by a single figure. A better indicator of the performance is a convergence graph, that is, the graph ‘fitness vs. computation steps’. This graph may take several forms which are described below.

Why the picture of the dynamic process is important is illustrated in Fig. 4.6. This figure presents two typical convergence graphs of two independent runs of the same GA with different sets of parameters. It can be seen that although the first run (blue line) converges faster, it stagnates too early and does not deliver the optimal solution. Moreover, as the optimal solution is usually unknown in advance, stagnation is not an indicator of reaching the optimum. Occasional mutations can push the search further even after long stagnation. Besides, a temporary deterioration of the fitness is common, especially in dynamic environments, and is not a sign of failure. Therefore, not the convergence speed nor time to reach a specified value, nor any other single parameter can be considered as a sole performance measure.

De Jong in his milestone dissertation [52] used two measures of the progress of the GA: the off-line performance and the on-line performance. The off-line performance is represented by the running average of the fitness of the best individual, $f_{\text{max}}$, in each population:

$$ f_{\text{off}}(g) = \frac{1}{g} \sum_{i=1}^{g} f_{\text{max}}(g) $$

(4.12)

where $g$ is the generation number. In contrast, the on-line performance is the average of all fitness values calculated so far:

$$ f_{\text{on}}(g) = \frac{1}{g} \sum_{i=1}^{g} f_{\text{avg}}(g) $$

(4.13)

The on-line performance includes both good and bad guesses and therefore reflects not only the progress towards the optimal solution, but also the resources taken for such progress.

Another useful measure is the convergence velocity [20]:

![Fig. 4.6 Typical convergence graphs]
\[ V(g) = \ln \frac{f_{\text{max}}(g)}{f_{\text{max}}(1)} \] (4.14)

In the case of a non-stationary dynamic environment, the value of previously found solutions is irrelevant at the later steps. Hence, a better measure of optimisation in this case is the current-best metric instead of running averages. For dynamic environments, the graphs \( f_{\text{max}}(g) \) and \( f_{\text{avg}}(g) \) are often used rather than off-line and on-line performance values.

It is important that such performance measures are averaged over a sufficiently large number of runs if sensible results are to be achieved. Evolutionary search is a stochastic process and different runs may result in different performance for the same initial settings.

When comparing the performance of different algorithms, it is better to use the number of fitness evaluations instead of the number of generations as the argument for performance characteristics. Different algorithms may use significantly different population sizes (which may change dynamically), and thus the comparison over the number of generations is inappropriate. Moreover, as noted above in Section 4.2.1, it is generally accepted in calculus that the performance of an optimisation algorithm is measured in terms of objective function evaluations, because in most practical tasks objective evaluation takes considerably more computational resources than the algorithm framework itself.

Finally, it should be noted that there is no best method for all classes of problems. This is mathematically expressed in the so called ‘no-free-lunch’ theorems of Wolpert and Macready [224]. Therefore, any comparison of competing algorithms must be qualified by a specification of the class of problems (i.e. fitness landscapes) under consideration.

### 4.2.8 The problem of convergence and genetic drift

From the example in the previous section it is seen that the progress of EAs is by no means linear. Usually, it is fast at first and then loses its speed and finally stagnates. This is a common scenario for optimisation techniques. However, it has been shown (see also Section 4.2.3) that progressing too quickly due to greedy exploitation of good solutions may result in convergence to a local optimum and thus in low robustness. Several methods that help to control the convergence have been described in the above sections, including selection pressure control and adaptation of recombination and mutation rates.

However, it is unclear to which degree and how in particular to manage the algorithm’s parameters. What is ‘too fast’ convergence? Unfortunately, the current state of EA theory is inadequate to answer this question before the EA is initiated. Only for the simplest optimisation tasks such as sphere model and flat fitness landscape does the theory provide optimal settings. Existing more general models are computationally expensive and too complex for
evaluation (see, for example, [26, 154]). For the most of the real-world problems, it takes several trial runs to obtain an adequate set of parameters.

The picture of convergence process, as noted before, is not a good indicator of the algorithm’s characteristics. Nor does it show what is happening inside the algorithm. In contrast, the plot of genetic diversity of the population against generation number (or fitness function evaluations) gives a picture which can explain some performance problems. If the population quickly loses the genetic diversity, this usually means a too high initial selection pressure. The further saturation may be attributed to reduction of selection pressure at the later stages. The loss of genetic diversity is known as genetic drift.

The amount of genetic diversity in a population can be measured in several ways. For bit string genomes, an easily calculable measure is $\eta_{\text{max}}$, the bit-to-bit similarity between the fittest individual and the other members of the population [44]. To calculate $\eta_{\text{max}}$, each bit in the fittest string is compared with the same bit in all other strings in turn. Any matching bits increment $\eta_{\text{max}}$ by 1. The result is then normalised by dividing by the total number of bits that have been compared, i.e. $L(N-1)$, where $L$ is the chromosome length (see also Section 4.2.2). For real values, genetic diversity can be measured as the variance of genome values of the population.

Fortunately, there exist many techniques which help an EA to acquire self-adaptation properties. Some of them have been discussed already in the previous sections, for example, fitness scaling (4.2.3.2) and adaptive recombination schemes (4.2.4.2). Such techniques implicitly take genetic diversity into account. A thorough study of self-adaptation features of EAs is presented in [27]. In addition, there are evolutionary methods purposely developed to be self-adaptive to a wide range of difficult problems (see Section 4.4).

**4.2.9 Schema theory**

Schema theory has been developed by John Holland [97] and popularised by David Goldberg [80] to explain the power of binary-coded genetic algorithms. More recently, it has been extended to real-value genome representations [64] and tree-like S-expression representations used in genetic programming [132, 158]. Due to the importance of the theory for understanding GA internals, it is briefly outlined here.

A schema is a similarity template describing a subset of strings with similarities at certain string positions [80]. Schemata are built from the same alphabet as the chromosome (for simplicity, let us constrain it here to the most popular binary alphabet {0;1}), plus a special don’t care symbol *. Therefore, a schema is a string built of {0;1;*}. A schema matches a particular string if at every location a 1 in the schema matches a 1 in the string, a 0 matches a 0, or * matches either (note that * replaces only one digit, unlike the respective wildcard on
many computer systems). For example, the schema 100* matches two strings: 1000 and 1001. These strings are said to be the *instances* of this schema. The schema *00* matches four strings, two the above plus 0000 and 0001. Each string of the length \( L \) belongs to \( 2^L \) schemata (note that this number is independent of the size of the alphabet used) \[118\]. Therefore, a population of size \( N \) contains between \( 2^L \) and \( N \cdot 2^L \) schemata, depending on the population diversity.

All schemata are not created equal. Some are more specific than others. For example, the schema 11*0 is a more definite statement than the schema 1***. The number of fixed positions (that is, of 1’s and 0’s) in a schema \( H \) is called *schema order* and is denoted by \( o(H) \). The above schemata have the order 3 and 1 respectively. Furthermore, the distance between the leftmost and rightmost defined bits in a schema is also important and is referred as *defining length* \( \delta(H) \) of the schema. For example, the schema 10**1* has the defining length 4, while the defining length of the schema ****1* is 0.

A demonstrative visual conception of schemata can be obtained by looking at them as on defining hyperplanes in the search space \( \{0;1\}^L \), as shown in Fig. 4.7 \[74\]. Each schema defines a subspace (hyperplane) of the original search space. As a rule, the greater schema order, the smaller the subspace is. At the extremes, the schema **** (quite useless one) covers the whole search space, and a fully defined individual represents a point in the search space. Any of the four hyperplanes in Fig. 4.7 also belong to two lower-order hyperplanes.

Schemata can be viewed much the same way as fully defined genomes, as the individuals in the search space, with the exception that they define not the points but various regions. A GA is thought to work by directing the search towards schemata containing highly fit regions in the search space. Like any individuals, each schema may be associated with a fitness value. In particular, the *average fitness of a schema* is the average of the fitness values of each individual in the population that belongs to a given schema. In turn, the fitness of any individual in the population gives some information about the average fitness of the \( 2^L \) different schemata of which it is an instance, so an explicit evaluation of a population of \( N \) individuals is also an implicit evaluation of a much larger number of schemata.

This implicit operation of GA is crucial for understanding how it works. By sampling the search space explicitly with a relatively few number of points (individuals), GA implicitly gathers the information about
the large regions in the search space. This information is stored in the gene pool of the whole population. Koza [118] explains it by drawing a parallel with nature: ‘In the genetic algorithm, as in nature, the individuals actually present in the population are of secondary importance to the evolutionary process. … The individuals in the population are merely the vehicles for collectively transmitting a genetic profile and the guinea pigs for testing fitness in the environment.’

In order to understand how GA processes schemata, the effect of reproduction, crossover and mutation on schemata should be considered. The effect of reproduction is straightforward: since more highly fit individuals have higher probability of selection, on average, the number of samples to the best observed schemata steadily increases. More precisely, schemata with fitness values above the population average receive an increasing number of samples in the next generation, while schemata with fitness values below the population average receive a decreasing number of samples. Therefore, the fitness proportional reproduction alone allocates an exponentially increasing number of trials to above-average schemata (or decreasing number for below-average schemata, refer to [80] or [97] for proof). Holland [97] and De Jong [52] also show, by connecting GA search with the so called multi-armed bandit problem, that such a strategy is optimal for a statistical search among given alternatives when no a priori information is given.

It should be noted that this behaviour is carried out with every schema in a population. That is, by sampling only \( N \) points, all \( 2^L \) to \( N \cdot 2^L \) schemata contained in the population are processed. However, not all of them are processed usefully, because a significant part of the schemata is disrupted by crossover, which is explained below. Holland estimates the number of usefully processed schemata as \( N^3 \) (see also [80] for derivation). The ability of GAs to process about \( N^3 \) schemata in every generation by sampling only \( N \) points is known as implicit parallelism.

Unlike pure selection, genetic operators such as crossover and mutation allow to sample new points in the search space. However, both these operators can destroy schemata. To observe how it can happen, let us consider a simple example. Assume an individual \( A \) of length \( L = 6 \) is undergoing crossover with another individual, and the crossover locus is between 4th and 5th bits (counting from the left). Of all \( 2^6 \) schemata of which it is an instance, we consider two different ones:

\[
A = 1101|00 \\
H_1 = 1**|*0 \\
H_2 = **01|**
\]

Unless the second mating individual is identical to \( A \) at the fixed positions (which is rather unlikely for practically used string lengths), the schema \( H_1 \) will be destroyed by crossover,
while the schema $H_2$ will survive because for $H_2$ the ‘tail’ part of the second individual is irrelevant. Therefore, a schema is likely to be destroyed by crossover if the crossover point (which is chosen at random) falls between any fixed positions of the schema. Clearly, the chances to be destroyed depend on the defining length of the schema: the greater the defining length $\delta(H)$, the more chances that the crossover point will lie between the defined positions. In the example, the schema $H_1$ has the maximum possible defining length $\delta(H_1) = 5$ and thus will be destroyed almost inevitably (leaving for survival the marginal chances of mating with an instance of the same schema). In contrast, $\delta(H_2) = 1$ and so $H_2$ has fairly low chances to be destroyed. This can be expressed quantitatively: if the crossover point is selected uniformly at random among the $L-1$ possible sites, the probability of a schema $H$ to survive will be $P_s = 1 - \delta(H)/(L-1)$.

The effect of mutation is easy to determine. As discussed in Section 4.2.5.1, mutation is the random alteration of a single bit with probability $P_m$. In order of a schema $H$ to survive, all of the specified bits must themselves survive. The number of such positions is schema order $o(H)$. Each position survives with the probability $1 - P_m$. Thus, for statistically independent mutations, a schemata survives with the probability $(1 - P_m)^{o(H)}$. For practically used in GAs $P_m << 1$, this expression can be approximated as $1 - o(H)P_m$.

Therefore, it can be concluded that short defining length, low order schemata usually survive from generation to generation and thus are of particular importance for GA. Instead of building high performance individuals by trying every conceivable combination, GA constructs better and better individuals from the best partial solutions of past samplings. Such low order, short defining length and highly fit schemata that deliver these solutions are called building blocks, and the claim that they are used by GA to construct high performance individuals is known as building block hypothesis.

Combining the effect of reproduction, crossover and mutation, the following expression for the expected number of copies $m$ a particular schema $H$ receives in the next generation can be obtained [80]:

$$m(H, g + 1) \geq m(H, g) \frac{f(H)}{f_{avg}(g)} \left( 1 - P_c \frac{\delta(H)}{L-1} - o(H)P_m \right)$$  \hspace{1cm} (4.15)

Here $P_c$ and $P_m$ are crossover and mutation probabilities. It can be seen that the former conclusion about exponential growth of the above-average schemata number holds for the algorithm itself. This is what is known as the Schemata Theorem.

The following sections briefly describe several types of evolutionary algorithms commonly used in practice. All of them are extensions of the general scheme presented in Section
4.1, and the above discussion is highly relevant to them. Nevertheless, their properties, applications and, no less important, usage practice differ considerably. This is due to not only mathematical or algorithmic difference, but also traditional preferences and years of independent development. However, the actual development of the field is characterised by a progressing integration of the different evolutionary approaches, so that the utilisation of the common labels ‘genetic algorithm,’ ‘evolution(ary) strategy’ and ‘evolutionary programming’ sometimes might even be misleading [22]. Not all of the existing EAs are described, of course, but only those which are relevant to this study.

4.3 Genetic Algorithms

Genetic algorithms are one of the first evolutionary methods successfully used to solve practical problems, and until now they remain one of the most widely used EAs in the engineering field. Of all practical EAs, GAs most closely follow biological evolution and are more inspired by it than others. In the classical implementation, GAs are very suitable and even natural for digital computers and the application of genetic operators is simple and straightforward. Moreover, this is the most general evolutionary approach and therefore extremely versatile. John Holland in [97] provided a general framework for GAs and a basic theoretical background, much of which has been discussed in the former sections. There are more recent publications on the basics of GA, for example [44, 51, 80], and the reader is referred to them for greater detail.

The basic algorithm is exactly as in the Section 4.1; however, several variations to this scheme are known. For example, Koza [118] uses separate threads for asexual reproduction, crossover and mutation, chosen at random; therefore, only one of these genetic operators is applied to an individual in each loop, while classical GA applies mutation after crossover independently.

One of the particularities of typical GAs is genome representation. The vast majority of GAs use alphabet-based string-like chromosomes described in Section 4.2.2, although real-coded GAs are gaining wider popularity. Therefore, a suitable mapping from actual problem space parameters to such strings must be designed before a genetic search can be conducted. In many cases, this is not a trivial task: inappropriate encoding of the parameters may hinder the algorithm performance considerably. Apart from the loss of precision and excessive computation time associated with too lengthy representation as discussed in 4.2.2, problems with convergence may arise if the encoding is deceptive in terms of building block hypothesis. GA-deceptive (misleading) encoding usually contain isolated optima, i.e. the best points tend to be surrounded by the worst. See [80] for details.
Encoding is not the only source of potential problems. The objective function itself can have the same deceptive properties. However, in most practical cases little is known about the fitness landscape (otherwise more direct and explicit and thus less computationally intensive techniques could be employed), therefore this problem can be attributed to the inherent task difficulties. Nevertheless, if the fitness function is to be designed for a specific engineering task (for example, an estimate of the flight control quality, as will be used in this study later), attention should be paid to avoiding rugged and other GA-difficult fitness landscapes.

One of the common difficulties is associated with different scales along different dimensions for multi-dimensional tasks (each independent parameter is considered as a dimension). In classical GA, crossover and mutation are applied uniformly along the chromosome, and if sensitivity to these operators of one of the independent parameters differs significantly from that of the others, this may have a negative effect on the performance. Therefore, all parameters should be appropriately scaled before encoding, especially if real (floating point) encoding is used. Another solution is selective mutation and crossover for the parameters encoded in the chromosome, an approach common for Evolutionary Strategies (see next section).

Of the two genetic operators, recombination (crossover) plays the most important role in GAs (see 4.2.4). Typical probability of crossover is 0.6 to 0.8 and even up to 1.0 in some applications. On the contrary, mutation (Section 4.2.5) is considered as an auxiliary operator, only to ensure that the variability of the population is preserved. Mutation probabilities range from about 0.001 to 0.03 per bit.

Population size is highly problem dependent; however, typical GAs deal with fairly large or at least moderate population sizes, of the order of 50 to 300 members, although smaller and much larger sizes (up to several thousands) were used (see e.g. [204]). As noted in Section 4.2.6 above, large population size provides the basis for effective crossover operation. See also [57, 81, 82, 207] for discussion about the effect of population size on various GA implementations.

As a rule, GAs employ some form of stochastic selection scheme, in particular fitness proportional selection (4.2.3.2) and tournament selection (4.2.3.4). Ranking (4.2.3.3) is common as well.

Although by far the largest application of GAs is optimisations of different sorts, from simple function optimisations to multi-parameter aerodynamic shape optimisation [145] and optimal control [43], GAs are suitable for many more tasks where great adaptation ability is required, for example, neural networks learning [187] and time series prediction [140]. The potential of GA application is limited virtually only by the ability to develop a suitable encoding.
4.4 Evolutionary Strategies and Evolutionary Programming

Evolutionary Programming was one of the very first evolutionary methods. It was introduced by Lawrence J. Fogel in the early 1960s [70], and the publication [73] by Fogel, Owens and Walsh became a landmark for EP applications. Originally, EP was offered as an attempt to create artificial intelligence. It was accepted that prediction is a keystone to intelligent behaviour, and in [73] EP was used to evolve finite state automata that predict symbol strings generated from Markov processes and non-stationary time series. This was done as follows. The original finite state machines were measured in their ability to predict each next event in their experience with respect to whatever payoff function had been prescribed. Five different kinds of mutation were then applied to the machines to create offspring population: change of an output symbol, change of a state transition, addition of a state, deletion of a state and change of the initial state. The mutations were performed with uniform probability, and the number of mutations for a single offspring was either fixed or also chosen according to a probability distribution. Those finite state machines from both parent and offspring populations that judged to be superior survived to become the new parents [22, 71].

In contrast, Evolutionary Strategies appeared on the scene in an attempt to solve a practical engineering task. In 1963, Ingo Rechenberg and Hans-Paul Schwefel were conducting a series of wind tunnel experiments in Technical University of Berlin trying to optimise aerodynamic shape of a body. This was a laborious intuitive task and the students tried to work strategically. However, simple gradient and coordinate strategies have proven to be unsuccessful, and Rechenberg suggested to try random changes in the parameters defining the shape, following the example of natural mutations and selection [42]. Originally, ES used only one solution as a parent (i.e. population size $N = 1$), and the selection was made between the parent and its offspring (a so called (1+1)-ES strategy). Mutations were performed by adding a normally distributed random value to the parameters. Later this has been extended [186] to $N > 1$ with both mutation and recombination to create more than $N$ offspring. Selection is then used to return the population to $N$ individuals.

As it can be seen, both methods are focusing on behavioural linkage between parents and the offspring rather than seeking to emulate specific genetic operators as observed in nature. In addition, unlike GAs, natural real-value representation is predominantly used. In the present state, EP and ES are very similar, despite their independent development over 30 years (the first communication between the EP and ES groups occurred in early 1992, just prior to the first annual EP conference [72]), and the historical associations to finite state machines or engineering field are no longer valid. In this study, ES approach is employed, so fur-
ther in this section Evolutionary Strategies are described, with special notes when the EP practice is different.

The commonly used notation \((\mu, \lambda)\) indicates that \(\mu\) parents create \(\lambda > \mu\) offspring by means of recombination and mutation, and the best \(\mu\) individuals are selected from these \(\lambda\) ‘children’ to replace the parents. The \((\mu+\lambda)\) strategy uses selection from the union of parents and offspring (in this case \(\lambda \geq \mu\)). It can be seen that the first variant is not elitist, because it disregards the parents even if their performance is better than that of the offspring (see Section 4.2.3). However, Schwefel [186] argues that the \((\mu, \lambda)\) strategy is preferred over the \((\mu+\lambda)\), although some experimental findings indicate that the latter performs as well or better than the \((\mu, \lambda)\) strategy in many practical cases [22]. It should be noted that both schemes are the extreme instances of the general \((\mu, k, \lambda)\) strategy, where \(1 \leq k \leq \infty\) is the maximum lifespan (in generations) of an individual. Thus, the \((\mu, \lambda)\) is effectively the \((\mu, 1, \lambda)\) scheme, and \((\mu+\lambda)\) is \((\mu, \infty, \lambda)\).

In ES, selection is usually performed deterministically: \(\mu\) best members are selected out of \(\lambda\) (or \(\mu+\lambda\)) individuals. EP employs tournament selection and prefers \((\mu+\lambda)\) strategy. Apart from tournament size in the latter case (see Section 4.2.3.4), the ratio \(\lambda / \mu\) determines selection pressure. Typical population sizes \(\lambda\) of both ES and EP are relatively small in comparison with GAs, often not larger than 10 individuals, although population sizes up to 100 and even more are used as well.

### 4.4.1 Self-adaptation

One of the most important mechanisms that differs ES from the common GAs is endogenous control on genetic operators (primarily mutation). Mutation is usually performed on real-value parameters by adding zero mean normally distributed random values, as described in Section 4.2.5.2. The variance \(\sigma\) of these values is called step size in ES.

The question how to adapt the step size is a milestone of ES research. The adaptation rules used in practice can be divided into two groups: pre-programmed rules and adaptive, or evolved, rules. The pre-programmed rules express a heuristic discovered through extensive experimentation. One of the earliest examples of pre-programmed adaptation is Rechenberg’s (1973) 1/5 rule, used in the (1+1)-ES strategy mentioned above. The rule states that the ratio of successful mutations (i.e. the mutations which produce the offspring performing better than the parent) to all mutations should be 1/5 measured over a number of generations. The mutation variance (step size) should increase if the ratio is above 1/5, decrease if it is below and remain constant otherwise. The variance is updated every \(k\) generations according to:
where $n_s$ is the ratio of successful mutations and $0.817 \leq c < 1$ is the adaptation rate. The lower bound $c = 0.817$ has been theoretically derived by Schwefel for the sphere problem [214]. The upper index in parenthesis henceforth denotes the generation number.

### 4.4.1.1 Mutative strategy parameter control

The idea of self-adaptive (evolved) control is simple and elegant. If we have such a powerful tool as an evolutionary algorithm, why not let it evolve its own control by itself? In [186] Schwefel proposed to incorporate the parameters that control mutation into the genome. This way, an individual $a = (x, \sigma)$ consists of object variables (sometimes referred as describing parameters) $x$ and strategy parameters $\sigma$. The strategy parameters undergo basically the same evolution as object variables: they are mutated and then selected together, though only on the basis of objective performance, on which strategy parameters have indirect influence. The underlying hypothesis in this scheme is that good solutions carry good strategy parameters; hence, evolution discovers good parameters while solving the problem.

A simple example of this approach is self-adaptive mutation [21]. In this method, the step sizes are either increased by a certain value, decreased or kept the same, each with a probability of 1/3. In the next generation, on the average, 1/3 of the offspring will be closer to their parents than before, 1/3 will keep progressing at the same speed, and 1/3 will explore further areas. Depending on the fitness landscape, one of these three groups will do better than the others and, therefore, more individuals out of it will be selected to the next generation, where their step sizes are inherited.

Currently, a more generalised and flexible approach is commonly used. In its simplest case, $(1, \lambda)$-ES with one global step size, the mutation step from generation $g$ to $g + 1$ are performed for each offspring $i = 1, \ldots, \lambda$ as [90]:

\[
\begin{align*}
\sigma_i^{(g+1)} &= \sigma_i^{(g)} \exp(\tau \cdot \xi_i) \\
x_i^{(g+1)} &= x_i^{(g)} + \sigma_i^{(g+1)} z_i
\end{align*}
\]

where

$\xi_i$ is independent (for each $i$) realisations of a zero mean random number. Typically, $\xi_i$ is normally distributed with standard deviation $1/\sqrt{2n}$ ($n$ is the problem dimensionality, i.e. the length of the $x$ vector).
\( z_i \sim N(0, I) \) is independent realisations of a normally distributed random vector. The notation \( N(m, C) \) denotes the normally distributed random vector with the expectation \( m \) and covariance matrix \( C \). In the case of uncorrelated values, the matrix \( C \) becomes a diagonal matrix with vector elements variances at the corresponding positions. \( I \) is the unity matrix. Therefore, all elements of \( z_i \) are independent and \((0, 1)\)-normally distributed.

\( \tau \propto \left( \sqrt{2 / n} \right)^{-1} \) controls the adaptation rate.

Note that only one (best) individual \( x^{(g)} \) is used to create all \( \lambda \) offspring individuals. The exponent in (4.17) simply means that the mutation of the strategy parameters is multiplicative, with equal probability of multiplying and dividing \( \sigma \) by any given positive value. This mutation scheme has shown to be advantageous over the additive approach often used in EP:

\[
\sigma_i^{(x)} \propto \sigma_i^{(x)} \cdot (1 + \alpha \cdot N(0, 1))
\]

where \( \alpha \approx 0.2 \). However, some investigations show that the additive self-adaptation tends to outperform multiplicative mutations when noisy functions are considered [22].

The order of the equations (4.17) is important. The strategy parameters should be mutated first and the mutated values should then be used for mutation of objective variables. The reversed mechanism might suffer from generating offspring that have useful object variable vectors but poor strategy parameter vectors because these have not been used to determine the position of the offspring itself [22].

A few notes should be made about the problem dimensionality \( n \). A great majority of practical tasks are multi-dimensional, often with quite different sensitivity to the parameters changes. When dealing with such problems, it is desirable to assign an individual step size to each parameter (dimension). This approach has been introduced by Rechenberg along with (4.17). In the case of individual step size adaptation, the first equation in (4.17) changes to:

\[
\sigma_i^{(x)} = \sigma_i^{(x)} \exp\left( \tau' \cdot \zeta + \tau \cdot \xi_i \right)
\]

where \( \zeta \sim N(0, 1) \) is sampled once per generation for all individuals, and \( \tau' \propto \left( \sqrt{2 / n} \right)^{-1} \) determines the overall adaptation rate.

The effect of individual step sizes for each dimension is illustrated in Fig. 4.8b (two-dimensional case). Clearly, added flexibility of individual step sizes allows to adapt better to the fitness landscape. However, the problem becomes sensitive to the choice of coordinate system, no invariance against search space rotation is provided. A more elaborate correlated mutation scheme \(((\mu, \lambda))-\text{CORR-ES}) \) allows for the rotation of hyperellipsoids, as shown in Fig. 4.8c. The rotation angles are usually mutated using additive mechanism (4.18) with the step size \( \alpha \approx 0.0873 \approx 5^\circ \) (refer to [20] for details).
However, added strategy parameters increase the overall dimensionality of the problem. Instead of evolving \( n \) objective parameters, the algorithm has to evolve additional \( 1 \) (global step size) to \( (n^2 + n)/2 \) (correlated mutation) parameters. This enormous internal degree of freedom often enhances the global search capabilities of the algorithm at the cost of the expense in computation time, and it also reflects a shift from the precise adaptation of a few strategy parameters (as in case of one step size) to the exploitation of a large diversity of strategy parameters [22].

Although a clear understanding of the general advantages of one self-adaptation scheme compared to the other mechanisms is still missing, theoretical work [26] shows that the self-adaptation principle works for a wide variety of different probability density functions used for mutation of the step sizes, i.e. it is an extremely robust mechanism.

### 4.4.1.2 Derandomised self-adaptation

The growth of the number of dimensions associated with mutative strategy control (individual step size adaptation and correlated mutation) results not only in increase of computational time required to evolve such a large number of parameters. To achieve sensible adaptation, a longer genome requires an appropriate level of genetic diversity, which means a larger population size. Ostermeier et al. [163] empirically states that the population size has to scale linearly with the problem dimension \( n \). When the number of parameters grows as \( O(n^2) \), as in the case of correlated mutation, the computation cost may become prohibitively high so that even non-adaptive methods will have advantage.

In an attempt to overcome this limitation but to keep the flexibility of \((\mu, \lambda)\)-CORR-ES strategy, Nikolaus Hansen and Andreas Ostermeier introduced a completely derandomised method called covariance matrix adaptation \(((\mu, \lambda)\text{-CMA-ES})\) [89, 90]. The basic idea is to adapt step sizes and covariances in such a way that the longest axis of the hyperellipsoid of
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**Fig. 4.8** The effect of mutation with self-adaptation of: a) one global step size; b) \( n \) individual step sizes; c) individual step sizes with arbitrary rotations \(((n^2 + n)/2 \text{ strategy parameters})\). The ellipses represent one line of equal probability to place an offspring that is generated by mutation from the parent individual located at the centre of the ellipses. Two sample individuals are shown.
mutation distribution always aligns in the direction of the greatest estimated progress. However, unlike the correlated mutation scheme, all \( (n^2 + n)/2 \) strategy parameters are calculated deterministically on the basis of accumulated information about former mutation steps and their success (evolution path). The evolution path is searched for correlations between the step sizes and success, and the information is then used to modify \( \sigma \) in (4.19) instead of randomising it through \( \xi \). This concept—utilising an evolution path rather than single search steps—is known as cumulation.

The cumulative step size adaptation mechanism relies on the assumption that if the mutation strength is below its optimal value, consecutive steps of the strategy tend to be parallel, and if the mutation strength is too high, consecutive steps tend to be antiparallel. For optimally adapted mutation strength, the steps taken by the evolution strategy are uncorrelated [15]. The evolution path \( p \) is accumulated as follows:

\[
p^{(g+1)} = (1-c)p^{(g)} + \sqrt{c(2-c)}z_i^{(g+1)}
\]  

(4.20)

where

\[ c \in (0; 1] \]

determines the lifespan of the information accumulated in \( p \). After \( \approx 1/c \) generations, the original information in \( p \) is reduced by the factor \( 1/e \approx 0.37 \). If \( c = 1 \), no cumulation takes place and \( p^{(g+1)} = z^{(g+1)} \). \( \sqrt{c(2-c)} \) is a normalisation factor to obtain identical variances of \( p^{(g+1)} \) and \( p^{(g)} \) (note \( (1-c)^2 + (\sqrt{c(2-c)})^2 = 1 \)).

\( z_i \) is the random vector as used in (4.17) for mutation of objective variables.

\( p^{(0)} = 0 \).

The Hansen and Ostermeier’s CMA-ES algorithm uses weighted recombination of \( \mu \) selected individuals (this is denoted by \( (\mu_w, \lambda) \) notation). The recombination produces a single ‘seed’ individual

\[
\langle x \rangle_w^{(g)} = \sum_{k=1}^{\mu} w_k x_k^{(g)}
\]

(4.21)

to which \( \lambda \) independent random vectors are applied, producing \( \lambda \) offspring individuals for the next generation. This allows to track only one individual, the product of recombination, instead of keeping \( \lambda \) individual paths. The index \( k: \lambda \) denotes the \( k \)th best individual (deterministic selection). The weights \( w_k \) are supposed to be normalised so that \( \sum_{k=1}^{\mu} w_k = 1 \) and (as a rule) should decrease with \( k \) (\( w_1 > w_2 > \ldots > w_\mu \)), although intermediate recombination (\( w_1 = w_2 = \ldots = w_\mu = 1/\mu \)) is also used. The actual choice of the weighting coefficients is problem dependent; the most popular choice is logarithmic distribution.

Likewise, as the evolution path \( p^{(g+1)} \) belongs to this ‘virtual’ weighted average individual \( \langle x \rangle_w \) (4.21), a similarly defined mean selected mutation step is used:
\[
\langle z_i^{(g+1)} \rangle_w = \sum_{k=1}^{\mu} w_k z_{k: \lambda}^{(g+1)}
\]  

(4.22)

where \( z_i^{(g+1)} \) is from equation (4.20) and (4.25), the index \( k: \lambda \) being the index of the \( k \)th best individual (as in (4.21)). The weights \( w_k \) are identical to those from (4.21).

Adaptation of mutation distribution is done by calculating the covariance matrix \( C \) of the mutation distribution. This matrix is used to generate random mutation vectors \( z_i \) (as in equation (4.17)); however, instead of a unit normal distribution \( N(0, I) \), the full covariance matrix is used: \( N(0, C) \). Nevertheless, like with the global step size adaptation, the overall variance of the mutation distribution \( \sigma \) is adapted separately from the shape of the distribution \( N(0, C) \), and the matrix \( C \) is scaled accordingly. The algorithm authors state two reasons for such separation [90]. First, changes of the overall variance and of the distribution shape should operate on different time scales. Due to the number of parameters to be adapted, the adaptation of the covariance matrix must operate on a time scale of \( n^2 \). Adaptation of the overall variance should operate on a time scale \( n \), because the variance should be able to change as fast as required on simple objective functions. Second, if overall variance is not adapted faster than the distribution shape, an initially small \( \sigma \) can jeopardize the search process. The strategy detects a (nearly) linear environment, and adaptation (erroneously) enlarges the variance in one direction.

To facilitate this separation, the matrix \( C \) is decomposed into diagonal step size matrix \( D \) and orthogonal rotation matrix \( B \) so that

\[
C^{(g)} = B^{(g)} D^{(g)} \left( B^{(g)} D^{(g)} \right)^T = B^{(g)} \left( D^{(g)} \right)^2 \left( B^{(g)} \right)^T
\]  

(4.23)

(singular value decomposition). Columns of \( B^{(g)} \) are the normalised eigenvectors of the covariance matrix \( C^{(g)} \). Therefore, the distribution \( N\left(0, C^{(g)}\right) \) can be obtained as

\[
N\left(0, C^{(g)}\right) : B^{(g)} D^{(g)} z_i^{(g+1)}
\]  

(4.24)

where \( z_i \sim N(0, I) \) is independent realisations of a normally distributed random vector (see (4.17)). The object parameter mutation is therefore done as follows:

\[
x_i^{(g+1)} = \langle x_i^{(g)} \rangle + \sigma^{(g)} B^{(g)} D^{(g)} z_i^{(g+1)}
\]  

(4.25)

for each offspring individual \( i = 1, \ldots, \lambda \).

Both \( C^{(g)} \) and \( \sigma^{(g)} \) are adapted using the evolution path \( p^{(g+1)} \) (4.20). However, to achieve a different adaptation rate as discussed above, the random vector \( \langle z_i^{(g+1)} \rangle_w \) is scaled differently and different cumulation rates \( c \) are used. For adaptation of the covariance matrix \( C \), the weighted mean selected mutation step \( B^{(g)} D^{(g)} \langle z_i^{(g+1)} \rangle_w \) is used in place of \( z_i^{(g+1)} \) in
(4.20), which has the same distribution as mutation steps omitting the overall step size $\sigma^{(g)}$ (compare (4.25)). For adaptation of the overall step size $\sigma$, the conjugate evolution path $p_\sigma$ is calculated, where scaling of the mutation step with $D^{(g)}$ is omitted as well (only axis rotation is relevant). Altogether, the transition of evolution path $p_c$ for covariance matrix $C$ reads

$$P_c^{(g+1)} = (1-c_c)P_c^{(g)} + c_w\sqrt{c_c} (2-c_c)B^{(g)}D^{(g)} \langle z \rangle_{w}^{(g+1)}$$

(4.26)

and that for the overall step size $\sigma$:

$$P_{\sigma}^{(g+1)} = (1-c_\sigma)P_{\sigma}^{(g)} + c_w\sqrt{c_\sigma} (2-c_\sigma)B^{(g)} \langle z \rangle_{w}^{(g+1)}$$

(4.27)

where:

$c_c \in (0; 1]$ and $c_\sigma \in (0; 1)$ determine the cumulation time for evolution path and conjugate evolution path respectively (see (4.20)).

$c_w = \left( \sum_{k=1}^{\mu} \frac{w_k^2}{\sqrt{\sum_{k=1}^{\mu} w_k^2}} \right)^{-1}$ is chosen so that under random selection\(^1\) $c_w \langle z \rangle_{w}^{(g+1)}$ and $z_i^{(g+1)}$ are identically distributed with the same variance.

With (4.26), the adaptation of the covariance matrix is performed as follows:

$$C^{(g+1)} = (1-c_{\text{cov}})C^{(g)} + c_{\text{cov}} P_c^{(g+1)} \left( P_c^{(g+1)} \right)^T$$

(4.28)

where $c_{\text{cov}} \in [0; 1)$ is the change rate of the covariance matrix $C$. If $c_{\text{cov}} = 0$, no change takes place. Note that $P_c^{(g+1)} \left( P_c^{(g+1)} \right)^T$ is a symmetrical $n \times n$ matrix with rank 1. Initialisation $C^{(0)} = I$.

The adaptation of the overall step size $\sigma$, as noted above, is done under the assumption that the optimal evolution steps should be uncorrelated. Therefore, at every generation, the current length of the conjugate evolution path $\|P_{\sigma}^{(g+1)}\|$ is compared to the expectation of the length of a $N(0, I)$-distributed random vector $E(\|N(0, I)\|)$. Under random selection, the actually realised step sizes will approach the latter value. However, if under actual selection the step sizes of ‘good’ individuals (accumulated in the evolution path) are smaller than expected, the overall step size should also decrease, and vice versa. Thus, the overall step size $\sigma$ can be adapted as follows:

$$\sigma^{(g+1)} = \sigma^{(g)} \cdot \exp \left( \frac{1}{d_\sigma} \left( \frac{\|P_{\sigma}^{(g+1)}\|}{E(\|N(0, I)\|)} - 1 \right) \right)$$

(4.29)

\(^1\) Random selection occurs if the fitness function returns random numbers independent of $x$. 
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Here \( d_\sigma \geq 1 \) is the damping constant which determines the change rate of \( \sigma^{(s)} \), similarly to \( \tau \) in (4.17). The expectation in denominator can be approximated as \[ E(\|N(0, I)\|) = \sqrt{2} \cdot \Gamma\left(\frac{\alpha+1}{2}\right) / \Gamma\left(\frac{\alpha}{2}\right) \approx \sqrt{\alpha} \left(1 - \frac{1}{4\alpha} + \frac{1}{21\alpha^2}\right) \approx \sqrt{\alpha} + O(1/\alpha) \] [89].

### 4.4.1.2.1 CMA-ES algorithm outline and parameter settings

Apart from population size \( \lambda \) and number of parents \( \mu \), the strategy parameters \( c_c, c_\sigma, c_{\text{cov}}, d_\sigma \) and the weighting coefficients \( (w_1, \ldots, w_\mu) \) must be selected. Hansen and Ostermeier [90] suggest the following default setting:

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \mu )</th>
<th>( W_{i=1}^{\mu} )</th>
<th>( c_c )</th>
<th>( c_\sigma )</th>
<th>( c_{\text{cov}} )</th>
<th>( d_\sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4 + \left[ 3 \ln(n) \right] )</td>
<td>( \left[ \lambda / 2 \right] )</td>
<td>( \ln\left(\frac{\lambda+1}{2}\right) - \ln(i) )</td>
<td>( \frac{4}{n+4} )</td>
<td>( \frac{4}{n+4} )</td>
<td>( \frac{2}{n+\sqrt{2}} )</td>
<td>( c_\sigma^{-1} + 1 )</td>
</tr>
</tbody>
</table>

Table 4.1: Default parameter settings for the \((\mu_\sigma, \lambda)\)-CMA-ES

With the exception of \( \lambda \) (and in some cases \( \mu \)), these settings are used in this study. The population size \( \lambda \) is usually chosen to be significantly larger for the objective functions which are affected by noise and/or dynamically change. For greater detail about the influence of the above parameters, refer to the original publication [90].

The initial settings are \( p_c^{(0)} = p_\sigma^{(0)} = 0, \ C^{(0)} = B^{(0)} = D^{(0)} = I \); the initial point \( \langle x \rangle^{(0)}_w \) can be set to any appropriate value according to the (expected) fitness landscape. Selecting the initial step size \( \sigma^{(0)} \) is important; the actual value is purely problem dependent, however, it should not be too small. \( \sigma \) should not tend to increase significantly within the initial \( 2/c_\sigma \) generations, otherwise the initially learned distribution shape can be inefficient and may have to be unlearned consuming a considerable number of additional function evaluations.

After the initial settings and parameters are defined, the algorithm loop is performed until the termination criteria are met (e.g. number of function evaluations, search stagnation etc.):

1. Generate \( \lambda \) offspring individuals using (4.25);
2. Evaluate these individuals;
3. Select \( \mu \) best individuals deterministically (this is usually done by sorting the population according to the members fitness);
4. Calculate the evolution path using (4.26);
5. Update the covariance matrix \( C \) according to (4.28);
6. Calculate the conjugate evolution path (4.27);
7. Update the overall step size \( \sigma \) (4.29);
8. Recalculate the matrices \( B \) and \( D \) from \( C \) via eigenvectors (4.23);
9. Repeat from step 1.
In addition, certain actions are recommended to increase numerical stability of the algorithm. First, the symmetry of the covariance matrix $C$ should be enforced after its evaluation in step 5 (normally it is a symmetrical matrix; however, the discrepancies between the upper and lower triangles may arise due to round-off errors). Second, a maximum condition number for $C$ of the order of $\sim 10^{14}$ should be ensured. If the ratio between the largest and smallest eigenvalue of $C$ is greater than $10^{14}$, the condition number may be limited by the operation $C^{(x)} := C^{(x)} + \left( \max_i \left( d_{ii}^{(x)} \right)^2 \cdot 10^{-14} - \min_i \left( d_{ii}^{(x)} \right)^2 \right) I$ ($d_{ii}$ is the $i$th diagonal element of the step size matrix $D$). Finally, a minimum variance for the mutation steps should be ensured. If the length of the shortest principal axis of the mutation ellipsoid, $\sigma^{(x)} \cdot \min_i \left( d_{ii}^{(x)} \right)$, becomes smaller than a certain value (which is problem dependent), the axis length should be restricted.

The storage requirements of the algorithm is $O(n^2)$, which, for the practical values of $n$, is not a disadvantage. However, the computational requirements are $O(n^3)$. This may have a substantial impact on performance, especially noticeable if the objective function is not computationally demanding. To reduce the computational effort of the algorithm, the matrices $B$ and $D$ may be updated not after every generation but after $\sqrt{n}$ or even $n/10$ generations. This is possible without significant disturbance to the algorithm because change of $C$ is comparatively slow (time scale $n^2$). This approach reduces the computational requirements from $O(n^3)$ to $O(n^{2.5})$ and $O(n^2)$ respectively.

Concluding this section, it can be said that CMA-ES algorithm is a state-of-the-art method for effective and robust optimisation of complex and non-separable multi-dimensional problems (those which cannot be solved as $n$ one-dimensional problems), when calculation of the objective function derivatives is not possible. This method has invariance properties against linear transformations of the search space and of the objective function value. It is especially useful when large population sizes are not desirable. Testing the algorithm on specially designed test functions as well as on real world problems [90, 159] showed good performance, robustness and explorative properties.

### 4.5 Genetic Programming

Genetic programming (GP) is an evolutionary machine learning technique. It uses the same paradigm as genetic algorithms and is, in fact, a generalisation of GA approach. GP increases the complexity of the structures undergoing evolution. In GP, these structures represent hierarchical computer programs of varying size and shape.
GP is a fairly recent EA method compared to other techniques discussed before in this chapter. The first experiments with GP were reported by Stephen Smith [199] (1980) and Michael Cramer [45] (1985). However, the first seminal book to introduce GP as a solid and practical technique is John Koza’s ‘Genetic Programming’ [118], dated 1992.

Common GAs (see Section 4.3) operate with alphabet-based genomes which store a set of parameters being optimised. For fitness evaluation, these parameters are extracted from the genome and are passed to the fitness function as an input. In GP, each individual in a population is a program which is executed in order to obtain its fitness. Thus, the situation is somewhat opposite: the individual is a ‘black box’ with an arbitrary input and some output. The fitness value (often referred to as fitness measure in GP) is usually obtained through comparison of the program’s output with the desired output for several input test values (fitness cases). However, fitness evaluation in GP is problem dependent and may be carried out in a number of ways. For example, the fitness of a program controlling a robotic animal may be calculated as the number of food pieces collected by the animal minus resources taken for search (e.g. path length). When seeking a function to fit the experimental data, the deviation (maximal one or in the least square sense or whatever) will be the measure of fitness.

One of the characteristics of GP is enormous size of the search space. GP search in the space of possible computer programs, each of which is composed of varying number of functions and terminals (i.e. data—variables, constants and functions without explicit arguments). The functions may be standard arithmetic operations, standard or domain-specific mathematical functions, and programming commands (e.g. flow control operators such as ‘if … then’). Likewise, data may be of a range of types, including complex structured ones. It can be seen that the search space is virtually incomprehensible, so that even generation of the initial random population may represent some difficulties. If no bounds are placed on the size of the programs, the search space is infinite. Due to that, GP typically works with very large populations of hundreds and even thousands of members. Two-parent crossover is usually employed as the main genetic operator, while mutation has only a marginal role or is not used at all.

4.5.1 Genome representation in GP and S-expressions

Unlike linear chromosomes in GAs, genomes in GP represent hierarchical, tree-like structures. Any computer program or mathematical expression can be depicted as a tree structure with functions as nodes and terminals as leaves. For example, let us consider an expression for one of the roots of a square equation $a \cdot x^2 + b \cdot x + c = 0$: 
Functions may have different number of arguments (in this example, two for arithmetic operations and one for square root); however, as a rule, they have only one output. By convention, the input arguments are calculated from the first (left) one to the last (right) one. In some cases, sub-trees may not be calculated at all. For example, the conditional operator ‘if’ takes three arguments, calculates the first one, and if the first argument evaluates to logical True (e.g. non-zero value), the operator calculates and returns the second argument, disregarding the third one; otherwise it returns the third argument. Fig. 4.10 shows how safe division $a/b$ may be implemented (providing that symbolic constants ‘Inf’ (infinity) and ‘NaN’ (not a number) are defined):

The convenience of such tree-like structures (apart from illustrative purposes) is that they can be easily modified on the sub-tree level. Any sub-tree can be taken out and replaced with another one, preserving syntax validity of the expression. This is how crossover is typically performed (this is discussed later in this section).

However, the trees such as shown in Fig. 4.9 and Fig. 4.10 should be encoded in some computer-readable form for actual GP implementation. This can be done in a number of ways. Some systems (e.g. MATLAB) provide built-in mechanisms for storage and operation on hierarchical structures. If this is not available, string representations are employed. An expres-
sion or a program can be encoded in a common for imperative languages way; for example, the formula for the root of a square equation from Fig. 4.9 can be written as

\[(\sqrt{b*b - 4*a*c} - b) / (2*a)\]

Unfortunately, such representation, although being mathematically readable, is inconvenient to handle in a GP way. It has to be parsed to the tree-like form for every operation. Therefore, another syntax is traditionally used.

One can note that in the trees such as the ones above, an operation always precedes its arguments on the branch, e.g. instead of ‘a + b’ it reads ‘+ a b’. This notation is known as prefix notation or Polish notation. It is used in the programming language LISP and its derivatives—certainly not the most human-friendly language but very flexible and useful in many areas, GP in particular. LISP has always been a popular tool for automatic program generation, so it has been used from the early stages of GP development [93] as well as by Koza in [118] and it still remains as one of the most popular languages in GP field.

LISP, as the name suggests (LISt Processing), has only one syntactic form, list, or S-expression (‘symbolic expression’). List is a set of atoms (constants, variables, functions) or other lists enclosed in parenthesis. LISP evaluates all S-expressions it sees. An atom is a trivial expression and is evaluated to itself (it if is a variable, it is evaluated to its current value). A list is evaluated by treating the first element of the list as a function, and all the remaining items are passed to the function as arguments. For example, \((+ 1 2)\) is a valid S-expression which is evaluated to 3. The example from Fig. 4.9 can now be expressed as

\[(/ (- (sqrt (- (* b b) (* (* a c) 4))) b) (* 2 a))\]

Although it seems longer than the above mathematical representation and not as human-readable, it is clear that it more closely resembles the tree structure from Fig. 4.9. What is important, it is relatively easy to manipulate with such expressions on sub-tree level of any depth: lists can be extracted by matching the corresponding pairs of parenthesis. Another list can be inserted in place of the extracted one or of any argument; moreover, the new list and the list being replaced may have different size and depth.

A tree (and thus its S-expression) has various characteristics which are important for GP. Two of them have already been mentioned: size and depth of the tree. The size of a tree is simply the number of its nodes and leaves (i.e. the number of atoms in the corresponding S-expression). The depth of a tree is defined as the length of the longest non-backtracking path from the root to an endpoint (calculated as the number of nodes and leaves on the way). The tree in Fig. 4.9 has the size 16 and the depth 7. A full tree is the tree in which all non-backtracking paths from the root to endpoints are equal in length. In the case of binary trees (those composed only of two-input functions), size \(l\) and depth \(d\) of a full binary tree are re-
lated as $l = 2^d - 1$. A minimal tree consists of a single long chain of functions, with all side branches terminating immediately in leaves. The size of a minimal binary tree is $l = 2d - 1$. The mean depth of a large randomly sampled population of programs of a given size $l$ is $2\sqrt{\pi(l-1)/2} + O(l^{1/4})$ [68].

Tree shape can have an impact on the potential performance of a solution. Some problems are better solved with long sparse program trees, while other ‘prefer’ bushier trees [132]. Experiments show [176, 203] that in GP program trees in a population evolve towards shapes of intermediate density. However, they do not converge to the line of mean depth (‘ridge line’) but spread out like a random cloud [132]. Moreover, solutions generated to the one side of the ridge line (e.g. sparse trees) usually do not tend to cross the line and move to the other side. Thus, the initial population should contain a sufficient proportion of both bushy and sparse trees (see Section 4.5.2 below).

There are extensions to the tree-based GP. Most of them employ decomposition of the programs into sub-trees (modules) and evolving these modules separately. One of the most widely used methods of this kind is Koza’s Automatically Defined Functions (ADF) [117]. In ADF approach, the program is split into a main tree and one or more separate trees which take arguments and can be called by the main program or each other. In another approach, code fragments from successful program trees are automatically extracted and are held in a library, and then can be reused in the following generations by any individual via library calls.

However, tree-based GP is not the only option. It is possible to express a program as a linear (though maybe recurrent) sequence of commands. One of the examples of linear GP systems is stack-based GP [168]. In stack-based languages (such as Forth) each program instruction takes its arguments from a stack, performs its calculations and then pushes the result back onto the stack. For example, the sequence $1 \ 2 \ + \ . \$ pushes the constants 1 and 2 onto the stack, then ‘+’ takes these values from the stack, performs the addition and pushes the result 3 back. The final dot extracts and prints out the result. The notation such as ‘$1 \ 2 \ + \$’ is the opposite to that used in LISP and is called reverse Polish notation (or postfix notation). Typically, the program inputs are pushed onto the stack before the program is executed and its results are popped from the stack afterwards. Additional checks may be necessary to protect from both stack under and overflow.

Another example of linear encoding is register-based approach. Each instruction has access to a small number of registers, to which input data are supplied before execution. The output data is read in the final contents of one or more registers. A special case of this approach is machine-code GP, where the instructions are real hardware machine instructions and the program is executed directly. This may give a significant increase in execution speed.
4.5.1.1 Function set and terminal set

When designing a GP implementation, proper care should be taken for choosing the function and terminal sets. The function set $F = \{f_1, f_2, \ldots, f_n\}$ is the set of functions from which all the programs are built. Likewise, the terminal set $T = \{a_1, a_2, \ldots, a_m\}$ consists of the variables available for functions (constants are usually added arbitrarily if necessary). In principle, the terminals can be considered as functions with zero arguments and both the sets can be combined in one set of primitives $C = F \cup T$.

The choice of an appropriate set of functions and variables is crucial for successful solution of a particular problem. Of course, this task is highly problem dependent and requires significant insight. In some cases, it is known in advance that a certain set is sufficient to express the solution to the problem at hand. For example, all the function sets \{\text{AND, OR, NOT}\}, \{\text{IF, OR, NOT}\} and \{\text{NAND}\} are sufficient for realising any logical function, although the solutions produced by using them will be very different in shape and character. Similarly, it is known (nowadays) that the mass of a body is sufficient to establish a relationship between acceleration of the body and the force applied. However, in most practical real-world problems the sufficient set of functions and terminals is unknown. In these cases, usually all or most of the available data is supplied to the algorithm or iterative design is employed when additional data and functions are added if the current solution is unsatisfactory. As a result, the set of primitives is often far from the minimal sufficient set.

The effect of adding extraneous functions is complex. On the one hand, an excessive number of primitives may degrade performance of the algorithm, similar to choosing excessive genome length in GA. On the other hand, a particular additional function or variable may dramatically improve performance of both the algorithm and solution for a particular problem. For example, addition of the integral of error $\int (H - H_{\text{set}}) dt$ as an input to altitude hold autopilot allows to eliminate static error and improve overall performance. Alternatively, the integrator function may be introduced along with both the current altitude reading $H$ and the desired altitude $H_{\text{set}}$. The GP may discover the usefulness of the integration independently.

4.5.2 Initial population

Generation of the initial population in GP is not as straightforward as it usually is in conventional GAs. It has been noted above that the shape of a tree has (statistically) an influence on its evolution and that both sparse and bushy trees should be presented in the initial population. To this end, a so called ‘ramped half-and-half’ method, suggested by Koza [118], is typically used in GP. In this method, half of the trees in the population are generated as full trees and another half as random trees.
The ‘ramped half-and-half’ method employs two techniques for random tree generation: the ‘full’ method and the ‘grow’ method. Both of them start from choosing one of the functions from the function set \( F \) at random. It becomes the root of the new tree. Then, for each of the inputs of this function, a new primitive is selected with uniform probability. If the path from the root to the current point is shorter than the specified maximum depth, the new primitive is selected from the function set \( F \) for the ‘full’ method and from the union set \( C \) for the ‘grow’ method. If the path length reaches the specified depth, a terminal from the set \( T \) is selected at random for both methods. The process continues until the tree is complete, i.e. all the inputs are connected.

Koza suggests the maximum depth limit of 6 (equivalent to a maximum tree size of 63). However, in the ‘ramped half-and-half’ method, the current maximum depth parameter ranges linearly between 2 and the maximum allowed depth (i.e. 6). That is, 20% of the trees will have the maximum depth 2, 20% will have depth 3 and so on up to 6. Note that the shape of the trees generated by the ‘grow’ method depends on the relative size of the sets \( F \) and \( T \). The longer the terminal set \( T \) as compared to the function set \( F \), the sparser the trees will be. In contrast, the ‘full’ method always provides full trees of a given size. Thus, the ‘ramped half-and-half’ technique ensures that the initial population contains a wide variety of the trees of different sizes and shapes.

Another point that should be taken into account is the possibility of creating duplicate solutions in the initial population. Unlike traditional GAs, where the individuals are sampled directly from the search space, the trees in GP are built from a relatively small set of primitives and have (initially) a modest size. Therefore, it is not uncommon in GP to find duplicates in the initial population. This is usually not critical for practical implementations; however, the duplicate trees unproductively reduce genetic diversity of the population and thus may be eliminated by simple additional checking.

### 4.5.3 Genetic operators

#### 4.5.3.1 Crossover

Crossover is usually the most important genetic operator in GP. Its classic variation [118] produces two children trees from two parent trees by exchanging randomly selected sub-trees of each parent (Fig. 4.11). Both parents are selected using one of the stochastic selection methods such as fitness proportional selection (4.2.3.2) and tournament selection (4.2.3.4). The crossover operation begins by choosing, using a uniform probability distribution, one random point in each parent independently to be the crossover point for that parent. The point may be a node as well as a leaf. Then, the sub-trees that have roots at the crossover points are removed from the parents, and the sub-tree from the second parent is inserted in
place of the removed sub-tree of the first parent; the second offspring is produced in a symmetric manner.

In terms of S-expressions, the sub-tree crossover is equivalent to exchanging the sub-lists of the parental lists. Considering the example from Fig. 4.11, the parental solutions are

\(- (* x x) (* (* x y) 2))\) and \((/ (+ (* x x) y) 2)\)

The sub-lists corresponding to the selected crossover fragments are emphasized. These sub-lists are swapped between the parents and the following offspring are produced:

\(- (* x x) (* (+ (* x x) y) 2))\) and \((/ (* x y) 2)\)

It can be noted that in such a simple operation, syntactic validity of the resulting expressions is always preserved. However, this is not enough for error-free program execution. The newly added fragment can potentially return a value which cannot be accepted by some functions, e.g. zero for division or non-positive value for logarithm. A single run-time error of this kind may render the whole program tree unusable, although it may contain very useful code fragments. In order to avoid this situation, all functions used for GP should be protected against incorrect input values. This may be done in several ways. One solution is to map unacceptable values onto domain of the functions, for example, to calculate the square root of the absolute value of the input to avoid negative arguments, or to constrain the denominator by a fairly small value such as \(10^{-9}\). Another, mathematically more acceptable option, is to assign appropriate symbolic values like ‘undefined’, ‘inf’ or ‘NaN’ whenever the result cannot be calculated, and to rewrite all functions so that they could handle such constants. The example in Fig. 4.10 represent this approach (note that it does not implement handling of the
symbolic constants but only returning them). The function which can accept *any* value which may possibly be supplied to it as an input is called *closed* function. The closure property of the function set is an important requirement for GP.

If the crossover points of both parents happen to be at the roots, the parents will simply be reproduced intact. A more interesting consequence may be observed if a parent is mated with itself (or with an identical individual)—a so called ‘incest’. Unlike traditional GAs with fixed-length chromosomes where incest results in identical offspring, sub-tree crossover generally produces different individuals, because the two crossover points have generally different locations. This means that even if the population becomes dominated by one particularly fit solution at some stage of evolution (see Sections 4.2.3 and 4.2.3.2 in particular), it will not prematurely converge to this solution.

To avoid excessive growth of the branches of the program trees, a maximum depth value is usually established. If the crossover operation produces an offspring of impermissible depth, this offspring is disregarded and its parent is reproduced as is. Koza [118] uses the default maximum depth of 17. Even such a modest value allows creation of the trees of enormous size, up to $2^{17} - 1 = 131071$ (for binary trees).

4.5.3.2 Other genetic operators

**Reproduction** as such is simply copying of the selected individual into the next generation population. In classical GP [118], about 10% of the population is selected for simple reproduction and 90% is reproduced through crossover.

**Mutation** is typically a replacement of a randomly selected sub-tree of an individual with a new randomly generated sub-tree. A special case is *point mutation*, when a single random terminal is inserted in place of a sub-tree. In fact, point mutations sometimes happen during crossover operation. In general, mutation is less needed for GP than for GAs, because crossover alone can reintroduce genetic diversity (see above). In many practical applications, mutation is not used at all.

**Permutation** is changing of the order of arguments of a randomly selected function. The effect and usefulness of permutation is roughly the same as that of mutation.

**Editing** is changing the shape and structure of a tree while maintaining its semantic meaning. Usually this implies a mathematical simplification of the expression. For example, the sub-trees which can be immediately evaluated may be replaced with a corresponding terminal, e.g. the expression \((+ 2 3)\) may be replaced with \((5)\). An example of mathematical simplification may be taken from Fig. 4.11. The first (left) offspring produced by crossover is \(x^2 - 2(x^2 + y)\), which equals to \(-x^2 - 2y\) and thus may be encoded simpler. However, the implications of such editing are twofold. Simplification of the solutions may reduce (sometimes
significantly) their length and thus reduce the computation time needed for their evaluation (see also Section 4.5.5). It should be noted that full simplification is a recursive process and by itself may require significant resources. In addition, shorter expressions are less vulnerable to disruption caused by crossover and mutation as there are less chances that they will be torn apart. This may help successful partial solutions to survive in a merciless evolution process. On the other hand, lengthy branches may be useful for GP search as they provide ‘material’ for construction of the new solutions. In other words, editing may reduce the variety of structures available for recombination. In general, as noted in the beginning of this chapter, parsimony is not the motto of any evolutionary technique and is not pursued by the algorithm.

Nevertheless, editing may be useful for final output of the results, for without it the solution may be incomprehensible for the human and inconvenient to handle (though even full simplification does not guarantee that the solution will be understood).

Some of the other genetic operators practically used in GP can be found in [130].

### 4.5.4 Convergence in GP

The question of convergence in GP is more complicated than in GAs. Generally, it is assumed in EA theory that the population converges when it contains substantially similar individuals [132]. Unlike conventional GAs, which have one-to-one mapping between genotype and phenotype, this rarely happens in GP. The search space in GP is essentially bigger than the phenotypic search space of the problem at hand. Any solution to the problem may be represented in an infinite number of ways (providing that the program length is unbound). For example, all the individuals $2x$, $2x - x + x$, $2x/1$ have the same phenotypic behaviour, and if one of them represent a suitable solution to the problem, all of them will be the solutions. Moreover, for practical engineering problems, strict mathematical identity is not required and a certain precision allowance is given, so that even $2x + 0.0001$ might be as good solution as the others.

Therefore, the population in GP may contain significantly different individuals (in terms of size and shape) and continue to evolve while yielding practically similar solutions to the problem. Nevertheless, all the individuals, though being distinctively different, have common ancestors and are related. Typically, over a number of generations the GP genotypes concentrate upon just one cluster that maps to the best phenotype. Apart from genetic drift (see 4.2.8), this has another reason. Some genotypes find it easier to resist the disruptive effect of genetic operators, so that their offspring have the same phenotype. Where this phenotype has the highest fitness, these genotypes quickly dominate the others. Thus, the population converges to contain just the descendants of one genotype-phenotype mapping.
However, the genotype cluster does not stabilise and continues to evolve. Since then, most of the highly fit individuals are produced by adding relatively insignificant branches to the successful core that came from the common ancestor. Therefore, each descendant genotype tends to be bigger than its parents. This results in a progressive increase in size known as bloat.

### 4.5.5 Bloat

The rapid growth of programs produced by GP is known since the beginning [118]. As already noted, this growth need not to be correlated with increase of fitness because it consists of the code that does not change the semantics of the evolving programs. The rate of growth varies depending upon the particular GP paradigm being used, but usually exponential rates are observed [155]. In fact, bloat occurs in most fitness-based search techniques that allow variable length solutions, in particular, in both tree-based and linear GP [132].

There are a number of different theories of bloat which are out of the scope of this research. The most important conclusions are briefly outlined here, and for greater detail the reader is referred to [131] or [132]. Firstly, it should be noted that GP crossover by itself does not change the average program size. Bloat arises from the interaction of genetic operators and selection, i.e. selection pressure is required.

One of the theories is that genomes attract junk code as a protection of the useful code from the effect of crossover. As the crossover point is chosen with a uniform probability, for the genomes with a lot of junk code it is likely that the junk code will be disrupted and not the core of the individual. Since the protective property increases with size and is inherited, there is a continuous tendency to increase the code size. It is interesting to note that the natural genomes found in biological systems appear to have a similar protective mechanism: the useful information is scattered among the large chunks of (apparently) unused code.

Another suggestion is that junk code lies towards the tips of the program trees. When these tips are removed from the successful individuals during crossover operation and are replaced with the branches of (on average) intermediate size, this is more likely to produce a fit offspring than in the case when a large sub-tree is removed.

Clearly, even a linear growth of the genome significantly hampers an extended use of GP. Thus, a number of anti-bloat techniques have been developed. Most of them are effective at preventing programs growing bigger and deeper. However, their effect on the ability of the GP algorithm to successfully evolve useful programs is less clear. Some experiments and trial runs may be required to avoid undesirable side effects.

The most commonly (if not always) used restrictive technique is size and depth limits. Its implementation is already described in Section 4.5.3.1. It should be noted that the actual
experiments (see e.g. [132]) indicate that the populations are quickly affected by even apparently generous limits. Another commonly used approach is to give some preference to smaller solutions. The ‘penalty’ for excessive length may be included in fitness evaluation. However, in order not to degrade the performance of the algorithm, this component should be small enough so that it would have effect only for the solutions with identical phenotypic performance.

Code editing, already discussed in Section 4.5.3.2, may also be used for fighting bloat, although it generally gives short-term results. Yet another approach is to construct genetic operators which intentionally produce shorter offspring than parents [130].

4.6 Summary

Evolutionary computation is an attractive and quickly developing technique. Although originated in the 1950s and 60s, it gained wide acceptance in the engineering field only since the late 80s. This is associated mostly with the growing computing power available, as the evolutionary methods are computationally expensive. In addition, methodological shortcomings of the early approaches and lack of intercommunication between different EA schools contributed to the fact that evolutionary computation remained relatively unknown to the engineering and scientific audience for almost three decades.

Despite computational demands, evolutionary methods offer many advantages over conventional optimisation and problem solving techniques. The most significant one is flexibility and adaptability of EAs to the task at hand. EAs can be applied to the optimisation of the discontinuous, rugged, non-stationary and noisy functions, with no requirements to calculate the derivatives. Moreover, the characteristics of the problem may be uncertain or unknown at all. Such robustness, as well as good global search characteristics, owes in the first place to the population-based approach to the search. EAs exploit not only the information contained in each individual, but also the information of the population as a whole.

Being population-based algorithms, EAs are easily portable to multi-processor architectures and have good scalability. Another related advantage is the natural ability to work with multi-parameter problems.

It should be kept in mind that EAs are essentially stochastic methods. No result is guaranteed in any particular run, even for the most optimal algorithm settings. Moreover, the traditional engineering approach to seek the solutions which are correct, consistent, justifiable, certain, orderly, parsimonious and decisive is not applicable to evolutionary computation. Still, formally incorrect, inconsistent, non-parsimonious solutions can be extremely good in terms of practical solving of the problem at hand.
All EAs have two core procedures which enable them to work. First, *selection* ensures survival of the fittest solutions, allowing the population to progress over a number of generations. Second, *reproduction* produces the new solutions from the selected ones, exploring the search space. Each of these operations can be implemented in various ways (Sections 4.2.3 through 4.2.6). Schema theorem and the building block hypothesis (Section 4.2.9) provide the theoretical basis for EAs.

The majority of current implementations of EAs descend from three strongly related but independently developed approaches: Genetic Algorithms, Evolutionary Programming and Evolution Strategies [54].

Genetic Algorithms (Section 4.3) have been introduced by J. Holland in 1975 [97] and subsequently studied by De Jong [52, 54], Goldberg [80] and others. They have been originally proposed as a general model of adaptive processes, although the largest application (for most EAs) remains the function optimisation. In many aspects, they mimic the evolution as observed in nature, including chromosome-like (alphabet-based) genome, large population sizes, stochastic selection methods and sexual mating. GAs are very basic and general, they allows adaptation to virtually any problem. On the downside is the requirement to develop a mapping between the problem domain variables and genome strings, which may be quite sophisticated in some cases.

Evolutionary Strategies and Evolutionary Programming (Section 4.4) originated more from classical numerical methods rather than from inspiration from biology. In the first place, they work with real numbers directly without encoding them into bit strings. As a rule, they use adaptive mutation of the variables without (or with little use of) sexual recombination. They are also characterised by smaller population sizes. However, they may be sensitive to mutation control strategy.

Genetic Programming (Section 4.5), being a significant development of GAs, share much of GAs’ properties. In addition, GP is a powerful *machine learning* technique, which evolves solutions to a wide range of problems. Each individual represents a hierarchical program of varying size which may be executed in order to obtain its fitness.

In this study, a combination of the above methods is used to evolve a capable UAV recovery controller. An adapted GP approach is used to represent the control laws. However, these laws are modified more judiciously (yet stochastically) than commonly accepted in GP and evolved in a manner similar to ES approach. This allows to use smaller populations. The next chapter is dedicated to the actual implementation of this method.
Chapter 5. Controller Design

The following two chapters present a methodology which is developed to design a controller that satisfies the objectives of shipboard recovery of a fixed-wing UAV. The methodology itself is comprehensive and should be readily applicable for different types of UAVs and various task objectives. With appropriate modification of control law representation, the methodology can be applied to a broad range of control problems. Development of the recovery controller for the UAV Ariel may be considered as a design example to support the methodology.

The controller design process extensively employs simulation of the UAV, ship, environmental and other models described in Chapter 3. The simulations are performed automatically in an integrated environment under the control of evolutionary algorithms outlined in Chapter 4. Due to high demands on computational resources and due to the nature of the evolutionary design, some models are used in a simplified form during the initial stages of the design. Later on, they are replaced with full comprehensive models. This makes the design a multi-stage process which is finalised with thorough testing of the developed controllers and selecting the most suitable, best performing design.

This chapter focuses on adaptation of Evolutionary Algorithms for aircraft control problems. It starts from analysis of typical control laws and control design techniques. The historical review of modern control techniques is based on M. Crump’s work [47]. Then, the structure of the UAV controller and the representation of the control laws suitable for evolutionary design are developed. This is followed by the development of the general evolutionary design algorithm, which is then applied to the UAV recovery problem.

5.1 Aircraft flight control

Not unlike the generic control approach, aircraft flight control is built around a feedback concept. Its basic scheme is shown in Fig. 2.13. The controller is fed by the difference $\varepsilon$ between the commanded reference signal $r$ and the system output $y$. It generates the system control inputs $u$ according to one or another algorithm. In general, all these inputs and outputs are vectors (with the dimension of the control input $u$ not necessarily being equal to the di-

![Fig. 5.1 Feedback system (one degree of freedom)](image-url)
mension of the system output $y$), and a separate feedback exists for each degree of freedom.

One of the main tasks of flight control as an engineering discipline is design of the controllers which enable a given aircraft to complete a defined mission in the most optimal manner, where optimality is based on mission objective. A number of techniques of producing a required controller have been developed over the last hundred years since the first altitude hold autopilot was introduced by Sperry Gyroscope Company in 1912. Most of the techniques make certain assumptions about the controlled system (i.e. the aircraft), most notably linearity of its dynamics and rigidity of the airframe, to simplify synthesis of the controller. This somewhat limits the applicability and reliability of the resulting controller and makes thorough testing on the real system, which is a required stage of the process, a lengthy and complicated procedure.

To overcome these limitations, there is a need to address controller design from a different perspective, which is attempted in Evolutionary Design methodology. Nevertheless, for adequate analysis an overview of classic and modern control design techniques, as well as of the basics of control, is required. It is presented in this section.

In general, the controller can be mathematically represented as a set of *control laws*

$$u_i = f_i(t, e_i)$$  \hspace{1cm} (5.1)

or, for the autonomous controllers that have embedded task or pre-set reference (setpoint),

$$u_i = f_i(t, y_i)$$  \hspace{1cm} (5.2)

where $t$ is current time and $i \in [1; N]$ iterates through all degrees of freedom to be controlled. A large number of the flight controllers, including those considered in this study, is time-invariant so that $t$ can be dropped from the equations.\(^1\) Also, $t$ is omitted as an argument of signals; it is implied that the signals are always functions of time: $\varepsilon(t), u(t), y(t)$, etc.

Both the aircraft and the controller may represent complex dynamic systems. Considering a general dynamic system, it can be found that the *state* of the system is often described by different variables than merely outputs or inputs. A state fully characterises the instantaneous condition of the system and is defined by the values of a set of *state variables* $x$. The minimum number of state variables required is the *order* $n$ of the system. In general, outputs represent some (or all) state variables or quantities derived from them.

The dynamics of such a system can be modelled via an $n$th order ordinary differential equation (ODE), or more conveniently, $n$ first-order ODEs:

$$\dot{x} = g(x, y)$$  \hspace{1cm} (5.3)

\(^1\) Note that at the same time the dynamics of the controlled system and thus of the system output $y$ may be time-varying, in particular due to unsteady nature of the environment.
The output $y$ is therefore a function of both state and inputs:

$$ u = f(x, y) $$

(5.4)

Note that for the sake of consistency these equations are written with respect to the controller, which has $y$ as input and $u$ as output. This would be opposite for the aircraft. Also, for convenience, the dynamics and control are henceforth considered separately for each degree of freedom, thus the subscript $i$ is dropped.

There is a number of uncertainties present in real world systems. One of the complications of real systems is that the system output $y$ is not available for the controller directly. The outputs (or the state), e.g. aircraft position, velocity, etc., can only be measured via respective sensors. This invariably adds instrumental errors and noise to the controller’s input, making the feedback signal not equal to the real system output. Moreover, some of the state variables often cannot be measured at all (or with acceptable accuracy) and thus must be, if required, calculated by the controller indirectly using available measurements and knowledge about the system. Sometimes this is not possible and these state variables are unobservable. On the other hand, there may be additional measurements which are not directly controlled but which can help, if included in the control law, to improve stability and performance of the controlled system. For example, angular rates measurements can greatly enhance attitude control capability. To accommodate this as an integral part of the controller’s logics, the control laws can be rewritten as

$$ u = f(x, z) $$

(5.5)

where $x$ is the internal state of the controller and $z$ is the vector of available measurements. These measurements include errors and noise of the sensors as well as the dynamic response of the system to both inputs and environmental disturbances.

An aircraft\(^1\) generally has a very limited number of (motion) control inputs $u$, such as ailerons, elevator and rudder deflections and throttle setting—typically even less than the number of degrees of freedom. Only the respective number of system outputs (if any) can be controlled directly, for example, bank angle. Others are controlled indirectly through available inputs. This can significantly complicate the structure of the controller, especially if the objective output and its derivative cannot be controlled directly.

---

\(^1\) By ‘aircraft’ or ‘UAV’, in this chapter, is understood the whole vehicle together with control actuators and sensors—everything except for the controller itself.
5.1.1 Types of feedback control

5.1.1.1 On-off control

The simplest feedback control is the *on-off control*, also referred to among engineers as *bang-bang control*. Perhaps the most common example of such control is a simple thermostat as found in home refrigerators and irons that switches the heating (or cooling) element on or off as the temperature passes through a defined threshold. This control law can be expressed as follows (for simplicity of illustrations, all control laws hereafter are written in scalar form suitable for single input single output (SISO) systems unless otherwise stated):

\[
 u = u_0 + \begin{cases} k, & z < a \\ 0, & z \geq a \end{cases} 
\]  

(5.6)

where \( u_0 \) and \( k \) are arbitrary offset and gain suitable for the given system, and \( a \) is the threshold (set point). It can be extended to a multiple choice situation.

This law is not particularly suitable for direct flight control in normal situations. Indeed, with only two (or several) discrete control input levels, the system output will tend to oscillate about the set point, no matter how well damped the system is, because the control signal will not switch until the set point is already passed. Moreover, if the dynamics of the system is fast or a significant amount of noise in the system output is present, the controller will be switching also fast (‘hunting’), possibly causing extensive wear to the control actuators. To prevent such behaviour, a special ‘dead zone’ (or ‘deadband’) is established around the set point where no switching occurs. Obviously, this reduces the accuracy of control.

However, the on-off control comes into play when event handling is required. A classic example of application of such control for aircraft is stall recovery. When angle of attack exceeds a specified value, a nose-down elevator command is issued. A similar logic can be implemented for overload protection or ground collision avoidance.

Another important area in the aerospace field where on-off rules can be successfully applied is internal switching between the controllers (or controller parameters). This approach is known as *Gain scheduling* [180, 181]. The technique takes advantage of a set of relatively simple controllers optimised for different points of the flight envelope (or other conditions). However, it was found that rapid switching (which may happen, in particular, for the same reasons as described above) may cause stability and robustness problems [189]. One of the popular simple solutions is to ‘blend’ (interpolate) the output of two or more controllers, which effectively turns simple on-off switching into a complicated control method.
5.1.1.2 PID control

The proportional-integral-derivative (PID) control is probably the most widely used type of control, thanks to the simplicity of its formulation and in most cases, predictable characteristics. A PID controller can be easily implemented in mechanical, hydraulic or pneumatic form as well as an electronic device. In a closed-loop system like that in Fig. 2.13, its control law is

\[ u = K_p \varepsilon + K_I \int \varepsilon dt + K_D \varepsilon \]  

(5.7)

where the parameters \( K_p \), \( K_I \) and \( K_D \) are coefficients for proportional, integral and derivative components of the input error signal \( \varepsilon \) respectively. By adjusting these three parameters, the desired closed-loop dynamics can be obtained.

In essence, PID control uses the information from the present, past and future of the input signal. While the proportional term handles the current value of the input, the integral term accumulates the input over a period of time, allowing to eliminate the static error and increasing long-term precision. At the same time, the derivative component controls the response to a change in the system: its output is proportional to the slope of the input signal, thus projecting the current dynamics into the future. If the integral and/or differential coefficients are set to zero, the controller becomes a PD, PI or P-controller. In fact, stability can be ensured using only the proportional term; however, adding the integral and differential terms may improve quality of control, increasing accuracy and reducing overshoot and oscillations.

Probably the most problematic issue with the PID control is due to the differential term. While being important for good response time and high-speed dynamics, the differential component keenly suffers from both instrumental noise and sampling (calculation) errors. Indeed, even a small amount of noise can greatly affect the slope of the input signal. At the same time, numerical calculation of the derivative (for a digital controller in particular) must be done with a fairly small time step to obtain correct slope at a given point. Although low-pass filtering applied to the input signal smoothens the signal, it severely compromises the usefulness of the derivative term because the low-pass filter and derivative control effectively cancel each other out. Apart from using low-noise sensors (expensive, if available at all), an effective solution is to employ a separate sensor for measuring the derivative directly, if physically possible, instead of calculating it by the difference between the last and the current samples of the input. For example, when controlling the aircraft roll, the roll rate can be provided from a roll rate gyroscope, which delivers much more accurate and noise free readings than the numerical differentiation of the vertical gyro (angular positioning) output.

In contrast, the integral term averages its input, which tends to eliminate noise. However, a common problem associated with the integral control owes exactly to its ‘memory’
and is known as ‘integral windup.’ When a large input value persists over a significant amount of time, the integral term becomes also large and remains large even after the input diminishes. This causes a significant overshoot to the opposite values and the process continues. In general, integral control has a negative impact on stability and care must be taken when adjusting the integral coefficient. Limiting the integrator state is a common aid for the windup. A more elegant approach involves ‘washing out’ the integrator state by incorporating a simple gain feedback, effectively implementing a low-pass filter to the input signal.

PID control found wide application in the aerospace field, especially where near-linear behaviour takes place, for example, in various hold and tracking autopilots such as attitude hold and flight path following. The techniques of selecting the optimal PID coefficients are well established and widely accepted. Typically, they use the frequency domain as a design region and utilise phase margins and gain margins to illustrate robustness. However, design of a PID controller for nonlinear or multi-input multi-output (MIMO) systems where significant coupling between the different system inputs and outputs exists is complicated. As the aircraft control objectives evolved, new design and control techniques were developing. Although many of them essentially represent an elaborated version of PID control, they are outlined in the following sections.

5.1.1.3 Linear optimal control

The concept of optimality in mathematics refers to minimisation of a certain problem-dependent cost functional:

\[
J = \int_0^T g(t, x, u) \, dt + h(x(T))
\]

(5.8)

where \( T \) is the final time, \( u \) is the control inputs and \( x \) is the state of the controlled system. The last term represents the final cost that depends on the state in which the system ends up. Optimal control is, therefore, finding the control law \( u(t) \) that minimises \( J \). In general, for an arbitrary system and cost functional, only numerical search can find the optimal (or near optimal) solution. However, for certain classes of systems (especially linear systems) and cost functionals, more effective design techniques can be devised.

A linear system is commonly written in a state-space form such as

\[
\dot{x} = Ax + Bu \\
y = Cx + Du
\]

(5.9)

where \( x \) is size \( n \) state vector, \( u \) is size \( m \) vector of control inputs, \( y \) is size \( r \) vector of outputs, and the matrices have the following dimensions: \( \dim(A) = n \times n \), \( \dim(B) = n \times m \), \( \dim(C) = r \times n \), \( \dim(D) = r \times m \). In many physically realisable systems there is no ‘direct feedthrough’
term \( (D = 0) \), which is often assumed in control applications. The state-space representation is especially convenient for linear MIMO systems; the SISO case is obtained by setting \( r = m = 1 \). Note that the number of states \( n \) can be greater than 1 even for SISO systems. In future, it is implied that \( x, u \) and \( y \) can be vectors and thus the semi-bold typeset is omitted.

One of the first types of linear optimal control studied is Linear quadratic control. The Linear Quadratic Regulator (LQR) should control the system so that it minimises the cost

\[
J = \int_{0}^{\infty} (x^T Q x + u^T R u) dt
\]

where \( Q = Q^T \) and \( R = R^T \) are weighting matrices. This functional penalises the control energy (in quadratic form) as well as the amount of time it takes the system to reach zero state. In essence, the LQR is no more than a state feedback matrix gain of the form

\[
u = -K_c x
\]

where \( K_c \) is a properly dimensioned matrix (which may be time-varying), obtained as a solution of the algebraic Riccati equation. It can be noted that the LQR, as well as the cost functional, is expressed in terms of state variables instead of system outputs. As some of the state variables may not be directly observable through system outputs, some sort of state estimation may be needed. This problem has been elegantly solved by Rudolf Kalman in 1960 [110]. He introduced the concept of internal state, implying that one is concerned in the internal system behaviour as well as in the system input/output behaviour. He also developed an optimal filtering technique, commonly known today as the Kalman filter. This filter allows to estimate the system state on the basis of the measurements of the system outputs (possibly incomplete and noisy) and the knowledge of system dynamics.

One of the most widely used control design methods that utilise both LQR and Kalman filter is known as Linear Quadratic Gaussian with Loop Transfer Recovery (LQG/LTR). The LTR enhancement attempts to automatically synthesise an appropriate Kalman filter given a regulator or vice versa. This technique generally almost fully recovers the desired properties of the full state feedback regulator.

An important aspect of Kalman’s work is that it is a discrete time domain approach, extremely suitable for digital computer implementation. It uses linear algebra, which allows to handle MIMO systems with no extra cost (apart from computing power). The theory and application of these control techniques and Kalman filtering is detailed in many common control and signal processing textbooks, such as [14, 35, 36, 128, 139].

Being a powerful tool for control applications, the LQG/LTR method (as well as Kalman filtering in general) has several principal limitations. First, this is a linear technique, which application to nonlinear systems is difficult. The Kalman filtering is based upon the
premise of normal distribution of the measurement signals and the state variables under the influence of process and sensor noise. However, when the noise undergoes nonlinear transformation within the system, its distribution is no longer normal. A complete description of the conditional probability distribution (or density in the continuous case), which is necessary for optimal nonlinear filtering, requires a potentially unbounded number of parameters [126]. Sub-optimal solutions can be obtained by approximating the distribution [107, 202].

Probably the most widely used estimator for nonlinear systems is the extended Kalman filter (EKF) [201]. The EKF simply linearises the model of the system so that the basic linear Kalman filter equations can be applied. However, apart from certain difficulties in application, linearisation can produce a highly unstable filter if the assumption of local linearity is violated. To this end, a number of dedicated nonlinear filters that have similar properties to the Kalman filter have been proposed [108, 156, 157].

The LQG/LTR design has been attempted to produce a launch controller for Ariel UAV [47]. It was found that the technique is ‘simple to use but hard to master,’ the main difficulties being associated with finding the right combination of weighting matrices in order to produce a desired closed loop performance. Despite the effort, the controller lacked robustness to the changing aircraft dynamics and a large drop in performance was incurred.

Indeed, robustness is a challenging issue of modern control designs. The Kalman filter relies on the model of the system (in its predicting part), and the guaranteed performance of the controller can easily be lost when unmodelled dynamics, disturbances and measurement noise are introduced. Also, the well known in classic linear design phase and gain margin concepts cannot be easily applied to the multivariable systems that modern control is so suited for [47]. These problems led to the introduction of robust modern control theory.

5.1.1.4 Robust modern control

Unlike traditional optimal control, robust optimal control minimises the influence of various types of uncertainties in addition to (or even instead of) performance and control energy optimisation. Generally, this implies design of a possibly low gain controller with reduced sensitivity to input changes. As a consequence, robust controllers often tend to be conservative and ‘sluggish.’ On the other hand, they may be thought as the stabilising controllers for the whole set of plants (which include a range of uncertainties) and not only for the modelled system, which is a more demanding task.

The majority of modern robust control techniques have origins in the classical frequency domain methods. The key modification of the classic methods is shifting from eigenvalues to singular values (of the transfer function that describes the system), the singular value Bode plot being the major indicator of multivariable feedback system performance [61].
Probably the most popular modern robust control design techniques (particularly in the aerospace field) are $H_2$ and $H_\infty$ control,\(^1\) also known as the frequency-weighted LQG synthesis and the small gain problem respectively. They are similarly formulated in terms of the norm of the transfer function $G$ of the closed-loop system. The $H_2$-norm of a Laplace transform matrix $G(s)$ is defined as

$$\|G\|_2 = \sqrt{\int_0^\infty \sum_i \sigma_i(G(j\omega))^2 \, d\omega}$$  \hspace{1cm} (5.12)

and the $H_\infty$-norm as

$$\|G\|_\infty = \sup_{\omega} \sigma(G(j\omega))$$  \hspace{1cm} (5.13)

where $\sigma_i$ are singular values and $\sigma$ is the greatest singular value of a given matrix (the function \(\sup\) denotes the least upper bound [supremum] of a given set). The $H_\infty$-norm can be interpreted as the peak value of the maximum singular value of the transfer function over the entire frequency range. In the SISO case, this is simply the peak value of the frequency response of that transfer function. In time domain, this translates to the maximum input to output gain of the system over an infinite time range, i.e. the maximum energy of the input compared to the energy of the output.

The robustness criterion is satisfied if $\|G\|<1$ [143]. The optimal robust control ($H_2$ and $H_\infty$) is formulated as finding the stabilising controller that minimises the respective norm. The $H_2$ design is an extension of the LQG technique outlined above. It is an iterative process that always delivers a stable controller. The $H_\infty$ design is a relatively simple one-step procedure which allows to use design experience similarly to the classic design methods (the lack of engineering intuition in control designs where all problems are solved through matrix equations often upsets engineers). Both $H_2$ and $H_\infty$ designs are often used together, with the $H_2$ synthesis being used at the first stage to determine what level of performance is achievable. Then, the $H_\infty$ design framework is employed based on the outcome of the initial $H_2$ design. These techniques and the underlying theories are thoroughly described in several works, notably [60, 127, 143, 231].

The $H_\infty$ control design found extensive use for aircraft flight control. One of the first such applications was the development of controllers for the longitudinal control of a Harrier jump jet [101, 102, 103, 104]. This work progresses from early paper designs through pilot-in-the-loop simulations to experimental flight status aboard a DRA Harrier. This work has been subsequently extended in [172] to fully integrated longitudinal, lateral and propulsive

---

\(^1\)‘$H$’ here stands for Hardy space and should be correctly typed in a special typeface; however, for technical reasons it is often substituted with semi-bold or italic $H$. 
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control. Other works include [111], where a lateral autopilot for a large civil aircraft is designed, and [112], where a robust longitudinal controller subject to aircraft weight and c.g. uncertainty is demonstrated.

A mixed $H_2 / H_\infty$ approach is applied in [190] to design an autoland controller for a large commercial aircraft. The method employed here utilises the $H_2$ controller for slow trajectory tracking and the $H_\infty$ controller for fast dynamic robustness and disturbance rejection. In [219], controllers generated using $H_\infty$ methodologies are compared to a LQG/LTR controller, concluding that these two methods both produce controllers with similar performance.

Several $H_\infty$ controllers have been tried to accomplish the UAV shipboard launch task [47]. It has been found that these controllers perform quite well in nominal situations. However, in the presence of large disturbances which place the aircraft well beyond its linear design operating point, the controllers performed poorly (sometimes extremely). At the same time, inability to include even simple static nonlinearities such as time delays and saturations made it difficult to synthesise a practical controller for this task within linear approach. Another deficiency found is common to all frequency domain techniques: the frequency domain performance specifications cannot be rigidly translated into time and spatial domain specifications. Meanwhile, time and especially spatial (trajectory) constrains are crucial for both launch and recovery tasks.

The time domain performance can be accounted for directly in the time domain $l_1$ design [28, 48, 49]. It is often extended to include the frequency domain objectives, resulting in a mixed norm approach (particularly $H_2 / l_1$ design, detailed in [12, 13, 88]). However, $l_1$ design is plagued by the excessive order of the generated controllers. This is usually solved by reducing the problem to suboptimal control, imposing several restrictions on the system and performance specifications [37]. The application of $l_1$ approach to flight control is discussed in [198], with the conclusion that controllers with excessive order will generally be produced when using practical constraints.

There have been attempts to solve the $H_\infty$ optimal control problems for nonlinear systems. However, these methods usually rely on very limiting assumptions about the model, uncertainties and disturbance structure. The mathematical development of nonlinear $H_\infty$ control can be found in [50]. An example of nonlinear control of an agile missile is given in [223]. Despite a very complicated solution algorithm, this work is limited by a linear assumption on the vehicle aerodynamics, reducing the benefits gained from the use of nonlinear control. An analytical solution to the nonlinear $H_\infty$ control problem is presented in [227, 228]; however, these works solve the problem considering the system inputs as the aerodynamic forces, even though their generation is a challenging nonlinear control problem in itself.
5.1.1.5 Nonlinear control

Linear control design techniques have been used for flight control problems for many years. One of the reasons why aircraft can be controlled quite well by linear controllers is that they behave almost linearly through most of their flight envelope. However, when the aircraft is required to pass through a highly nonlinear dynamic region or when other complicated control objectives are set, it has been found by several researchers that it is difficult to obtain practical controllers based on linear design techniques. The UAV shipboard launch and recovery tasks are substantially nonlinear problems. The sources of nonlinearities may be the aerodynamic forces generated at low airspeeds and high angles of attack (especially when wind disturbances are present); trajectory constraints imposed due to proximity of ground (water) and ship installations; kinematic nonlinearities when active manoeuvring is required; actuator saturations and some more.

In contrast to the linear systems, the characteristics of the nonlinear systems are not simply classified and there are no general methods comparable in power to those of linear analysis. Nonlinear techniques are quite often designed for individual cases, regularly with no mathematical justification and no clear idea of re-applicability of the methods. It also becomes difficult to assess the robustness of nonlinear designs [47]. Some of the more popular nonlinear control techniques are covered in textbooks [18, 84, 105].

The most basic nonlinear control law, the On-off control, has been described in Section 5.1.1.1 above. Gain scheduling is also mentioned there, noting that these controllers often lack robustness when the controllers are scheduled rapidly. Ensuring full-range robustness is a complicated task within this approach. As the recovery (as well as the launch) procedure is relatively short and there may be fast dynamic changes (particularly due to large scale turbulence), gain scheduling is not used in this work.

Another modern control technique remotely related to the on-off control is variable structure (also known as sliding mode) control [59, 215]. In this approach, a hypersurface (in state space) called sliding surface or switching surface is selected so that the system trajectory exhibits desirable behaviour when confined to this hypersurface. Depending on whether the current state is above or below the sliding surface, a different control gain is applied. Unlike gain scheduling, the method involves high speed switching to keep the system on the sliding surface. Examples of the variable structure control application to flight control problem can be found in [194, 195, 196]. The performance of the sliding mode and $H_\infty$ controllers is compared in [138], where depth and heading control of an autonomous submersible is considered. The model included significant nonlinear dynamic effects and uncertainties. The work found that the $H_\infty$ techniques were slightly more robust but significantly more complicated to use,
the main strength of the sliding mode control being the ability to accommodate known state dependent nonlinearities.

An inherent shortcoming of the sliding mode control is the requirement of full state information. If the feedback information is limited to several measurable output signals, some form of observer is needed, which in itself may be a difficult problem for nonlinear systems.

A completely different approach is to enable applicability of the well known linear control methods to control nonlinear systems. This can be achieved using nonlinear dynamic inversion. This process, also known as feedback linearisation, involves online approximate linearisation of a nonlinear plant via feedback. Dynamic inversion gained particular attention in aviation industry in the late 1980s and 90s, aiming to control high performance fighters during high angle of attack manoeuvres (known as supermanoeuvres). One of the early applications is NASA High Angle of Attack Vehicle (HARV) [39]. In this work, quite good simulation performance results are obtained; however, with the inversion based on the same simulation model, any possible discrepancies are transferred into the controller, leading to questionable results in physical implementation with respect to incorrectly modelled dynamics.

Other notable works include [129, 200]. The latter work compares the dynamic inversion control laws with gain scheduled control laws, finding that the first deliver much better performance. In [185], however, a dynamic inversion controller is compared with a gain scheduled $H_{\infty}$ controller, concluding that the $H_{\infty}$ controller has better robustness to both measurement noise and model uncertainty while yielding similar response time. An example of nonlinear dynamic inversion for the control of highly manoeuvrable towed targets, applied within the decoupling design framework, is given in [29, 30]. The work showed successful trajectory tracking.

One problem of dynamic inversion is that of non-minimum phase zeros, which when inverted become unstable poles. This is partly addressed in [11] by separating the minimum and non-minimum phase dynamics and inverting only the minimum phase part. The stability and robustness of nonlinear inversion is examined in [151] with an analytical approach showing promising results, although on simplified models of aircraft and controllers.

5.1.1.6 Intelligent control

Intelligent control is a general and somewhat bold term that describes a diverse collection of relatively novel and non-traditional control techniques based on the so called soft computing approach. These include neural networks, fuzzy logic, adaptive control, genetic algorithms and several others. Often they are combined with each other as well as with more traditional methods; for example, fuzzy logic controller parameters being optimised using genetic algorithms or a neural network driving a traditional linear controller.
Neural network (NN), very basically, is a network of simple nonlinear processing elements (neurons) which can exhibit complex global behaviour determined by element parameters and the connections between the processing elements. The use of artificial neural networks for control problems receives an increased attention over the last two decades. It has been shown that a certain class of NN can approximate any continuous nonlinear function with any desired accuracy [208]. This property allows to employ NN for system identification purposes, which can be performed both offline and online. The result of system identification can be immediately used in feedback linearisation control as described earlier. This approach is employed in [133] for a helicopter trajectory tracking problem. Good performance results were obtained despite a large amount of uncertainties in modelled helicopter dynamics. A similar approach is used in [41, 115] for flight control of a tilt-rotor aircraft and the F-18 fighter.

Another area of intensive application of NN is fault tolerant control, made possible due to online adaptation capability of NN. In the recent work [166], an ‘add-on’ neural controller is developed to increase auto-landing capabilities of a damaged aircraft with one of two stuck control surfaces. A significant increase in successful landings rate is shown, especially when the control surfaces are stuck at large deflections.

Fuzzy logic control also gained some popularity among flight control engineers. This type of control relies on approximate reasoning based on a set of rules where intermediate positions between ‘false’ and ‘truth’ are possible. Fuzzy logic control may be especially useful when a decision must be made between several controversial conditions. For example, in [67] fuzzy logic is used for windshear recovery in order to decide whether energy should be given to altitude or airspeed, based upon the current situation.

An outer loop fuzzy logic controller for automatic carrier landing of the F/A-18 aircraft is presented in [209]. Although only a slight increase in terms of performance is achieved, the controller does exhibit ‘intelligent’ behaviour. Ervin [63] introduces a simple conceptual fuzzy logic controller for small model aircraft. In this work, the fuzzy rules and membership functions (that define the degree of truth as a function of an input) are developed on the basis of interviews with an expert pilot and then refined using the experience gained during the simulation tests. For a simple decoupled four-channel controller this may be appropriate. However, for more complex problems, optimisation of the membership functions according to given performance requirements represents significant difficulties. Such optimisation is often carried out using traditional as well as soft computing nonlinear multi-dimensional optimisation techniques. For example, in the set of works [31, 32], the membership functions of a fuzzy logic guidance controller are optimised using genetic algorithms with successful results.
A mixed intelligent control design is used in [230], where a neural network is used to obtain dynamical model of a helicopter using flight data and a combined controller is developed utilising a genetic-optimised PID controller and a human-defined fuzzy logic controller, showing good altitude control performance. The neural and fuzzy logic controllers are compared to an LQR controller for the helicopter station keeping (hovering) task in [147]. All types of controllers showed the ability to stabilise a naturally unstable (at this regime) helicopter even in strong turbulence conditions, with the LQR controller exhibiting slightly better time response. It is also noted that the manual design of the fuzzy set requires a good understanding of the system to be controlled.

Adaptive control term covers a set of various control techniques that are capable of online adaptation. A good survey of adaptive control methods is given in [17]. The applications of adaptive control is generally biased towards control for large time scales so that the controller has sufficient time to learn how to behave. This makes the relatively short-time recovery process unsuitable for online adaptation.

Evolutionary and genetic algorithms (EAs, GAs) are global optimisation techniques applicable to a broad area of engineering problems. They can be used to optimise the parameters of various control systems, from simple PID controllers [230] to fuzzy logic and neural network driven controllers [31, 109]. Another common design approach is evolutionary optimisation of trajectories, accompanied by a suitable tracking controller (e.g. [220]). An elaborated study of applications of EAs to control and system identification problems can be found in [214].

Unlike the majority of other techniques, Genetic Algorithms (in the form of Genetic Programming) are able to evolve not only the parameters, but also the structure of the controller. In one of the techniques, genetic programming is used to evolve so called block structure controllers [122, 124]. Block structure controllers consist of a network of modules, each representing a certain feature such as time delay, integrator, linear relationship, etc. The controller is ‘wired’ in a diagram that resembles electronic circuits.

In general, EAs require substantial computational power and thus are more suitable for offline optimisation. However, online evolutionary-based controllers have also been successfully designed and used. The model predictive control is typically employed for this purpose, where the controller constantly evolves (or refines) control laws using an integrated simulation model of the controlled system. A comprehensive description of this approach is given in [161].

For detailed description of EAs, please refer to Chapter 4.
5.1.2 Flight control for the UAV recovery task

Before entering into the discussion about particular aspects of UAV shipboard recovery problem, it may be useful to overview some of the traditional techniques of aircraft control during landing and recovery.

Aircraft control at this stage of flight (as well as at most stages) can be conventionally separated into two closely related, but distinctive tasks: guidance and flight control. Guidance is the high-level (‘outer loop’) control intended to accomplish a defined mission. This may be path following, target tracking, various navigation tasks, etc. Flight control is aimed at providing the most suitable conditions for guidance by maintaining a range of flight parameters at their optimal levels and delivering the best possible handling characteristics. For example, it may be damping of unwanted oscillations, speed control, sideslip control and many more. In the following sections, both these tasks are considered in the context of traditional landing technique.

5.1.2.1 Traditional landing

In a typical landing procedure, the aircraft follows a defined glide path. The current position of the aircraft with respect to the glidepath is measured in a variety of ways, ranging from pilot’s eyesight to automatic radio equipment such as the Instrument Landing System (ILS). Basically, the objective of the pilot (or autopilot) is to keep the aircraft on the glidepath, removing any positioning error caused by disturbances and aircraft’s dynamics. This stage of landing is known as approach. Approach may be divided into initial approach, in which the aircraft makes contact with (‘fixes’) the approach navigation system (or just makes visual contact with the runway) and aligns with the runway; and final approach, when the aircraft descends along a (usually) straight line. In conventional landing, final approach is followed by a flare manoeuvre or nose-up input to soften the touchdown; however, flare is typically not performed for shipboard landing due to random ship motion and severe constraints on the landing space.

As an example, the scheme of the ILS is illustrated in Fig. 5.2. Two aerials emit specially modulated signals that the aircraft can use to determine its displacement relative to the required glidepath. The glidepath is formed by the intersection of the equisignal zones of either aerial; the glideslope is usually 2.5 to 3.5 degrees and is set according to the requirements of the airport. Both vertical and horizontal displacements (lineup errors) are indicated to the pilot and can be used by autopilot for automatic landing. The ILS electronic equipment also measures rates of change of the errors (drift) and may also calculate accelerations to aid stabilisation on the glidepath.
A similar technique is used for shipboard landing on aircraft carriers, with the error measurement provided by other technical means. Electronic systems such as ICLS (Instrument Carrier Landing System) and ACLS (Automatic (or All-weather in other sources) Carrier Landing System) employ tracking radars onboard the carrier, the error signals are transmitted to the aircraft via data link. The UCARS system designed specifically for UAVs has a similar arrangement; it is briefly described in Section 2.4.3.4.2. The visual Fresnel Lens Optical Landing System (FLOLS) relies on pilot’s eyes for horizontal alignment (as the alignment with the landing deck centreline is distinctly visible, in good weather at least) and uses specially designed shipboard optical system for reporting vertical error. If the aircraft is above its normal position, the pilot sees the main light above the marked central line of the device, and vice versa. This is often aided by voice commands of the landing officer. In most modern shipboard systems, the measuring shipboard equipment is stabilised to average out the effect of periodic ship motion, or it can measure the ship motion and take it into account automatically.

Therefore, the guidance task during final approach involves trajectory tracking with both horizontal and vertical errors (and their rates) readily available. It is important to note that the errors being physically measured are angular deviations $\varepsilon$ of the aircraft position (Fig. 5.3) as seen from the designated touchdown point (or more precisely, from where the radars or antennas or other guidance systems are located). They can be converted to linear errors $\Delta h$.
if the distance $L$ to the aircraft is known. However, in many applications precise distance measurement is unavailable; for example, the Distance Measuring Equipment (DME), commonly used at civil airports, has the accuracy of only 185 m. Nevertheless, successful landing can be carried out even without continuous distance information (until the point where the flare must be performed, if applicable). This comes from the fact that exactly the angular errors are relevant to precise landing. Indeed, the goal is to bring the aircraft to a specified point on the runway (or on the deck) in a certain state (with required speed, attitude, acceleration, etc.) The choice of the landing trajectory only serves this purpose, considering also possible limitations and secondary objectives such as avoiding terrain obstacles, minimising noise level and fuel consumption and so on. In general, the actual position of the aircraft is less important at far distances but becomes increasingly important as the aircraft approaches the runway. Thus the angular errors provide a more adequate measurement of the current aircraft position with respect to the glidepath.

However, if the landing guidance system takes no account of distance and is built around the angular error only, it may cause stability problems at close distances, because the increasing sensitivity of the angular errors to any linear displacement effectively amplifies the system gain. This problem is eminent for both manned and unmanned landing systems, with the pilot-induced oscillations (PIOs) fairly common at the latest stages of carrier approach. Nevertheless, having a certain gain margin, an automatic system can adjust the error tolerance (or approximate the linear error) even with imprecise and discrete distance information without compromising stability. This is due to the fact that for typically very small glideslope and angular errors, the gain changes slowly.

5.1.2.1.1 Longitudinal control

To analyse the typical dynamics that the landing controller (or a human pilot) have to deal with, let us consider the longitudinal control of a typical aeroplane. In most cases, the dynamics of longitudinal and lateral motion is fairly decoupled at this regime, which allows to consider these motions separately.

As a rule, the aircraft configuration does not change during final approach. Flaps, slats, landing gear and other necessary landing equipment is adjusted beforehand. Therefore, the aerodynamic and dynamic characteristics of the aircraft itself remain constant (neglecting small mass change due to fuel burn and variations of atmospheric properties with altitude). Moreover, in the absence of large disturbances, the flight is quite steady, ideally with a constant airspeed. In such conditions, a linearised model can be considered.

Normally, an aeroplane has two control inputs in longitudinal motion: elevator and throttle. Both these inputs can be used for glidepath navigation. The elevator controls lift by
manipulating angle of attack, while the throttle controls lift via airspeed. Both elevator and throttle can be used simultaneously in a fully coupled control or one of these inputs may be used as a primary input while the other being fixed or set to maintain a specified flight parameter. In practice, two methods of such decoupled control are employed:

- Elevator is used as the main control while throttle holds airspeed (autothrottle);
- Elevator holds pitch attitude while throttle controls glidepath.

Minimisation of the landing speed is more often than not a necessity. For this reason, final approach is carried out with the minimum possible airspeed, only leaving an appropriate safety margin. This puts rigid constraints on airspeed variations at both ends. It is further complicated by the fact that the desired airspeed may be lower than (or close to) the so called minimum drag speed, at which the phugoid mode becomes unstable. For this reason, the autothrottle option seems more appropriate. However, with the autothrottle engaged, extra care should be taken to glidepath control, because the aircraft loses its natural stability of the flight path as a trimmed equilibrium state (at speeds greater than the minimum drag speed) when the phugoid mode is suppressed. Moreover, pitching moments associated with thrust changes may cause additional pitch and flight path instability, especially when the thrust line goes below centre of mass [170]. Perhaps for this reason, and also due to much longer periods of the phugoid mode as compared to short-periodic elevator control, airlines often prefer the pitch hold method for manual approach.

Now considering the elevator control of a trimmed on the glidepath aircraft with a constant airspeed, it can be shown [113] that the angular error $\varepsilon$ control is equivalent to the ‘angle of sight’ (or ‘line-of-sight angle’) control if the landing spot (the ‘target’) is observable. The angle of sight $\lambda$ is the angle between the longitudinal axis of the aircraft and the direction from the aircraft to the target landing spot (Fig. 5.3):

$$\lambda = \theta + \Theta_{gs} + \varepsilon = \theta_T + \Theta_{gs} \tag{5.14}$$

where $\theta$ is current (instantaneous) pitch angle, $\theta_T$ is the trimmed pitch angle, $\Theta_{gs}$ is the glide-slope and $\varepsilon$ is the error. It can be seen from the equation that the ‘attitude hold’ method of semi-automatic approach effectively controls the angular error. It should be noted, however, that the second relationship holds only as long as the trimming conditions are maintained.

The linear transfer function which describes the aircraft dynamics for elevator control of the angle of sight error $\varepsilon$ is [113]

$$\frac{\varepsilon(s)}{\delta_e(s)} = \frac{K \left( s^2 + \bar{Y}^\alpha + \bar{Y}^\alpha \frac{V_s}{L} \right)}{s^2 \left( s^2 + 2 \omega_s \sigma_s + \omega_s^2 \right)} \tag{5.15}$$
where\(^1\)

\[
\begin{align*}
\text{s} & \quad \text{— Laplace operator;} \\
\delta_e & \quad \text{— elevator deflection;} \\
K & \quad \text{— system gain (pitch moment to elevator deflection);} \\
\omega_s, \xi_s & \quad \text{— circular frequency and damping ratio of the short period motion;} \\
\bar{Y}^\alpha & \quad \text{— dimensionless lift derivative by angle of attack;} \\
V_a & \quad \text{— airspeed;} \\
L & \quad \text{— distance to the target point.}
\end{align*}
\]

It can be seen that at the far distances, where \(\frac{V_a}{L} \to 0\), this transfer function reduces to the pitch control

\[
\frac{\varepsilon(s)}{\delta_e(s)} = \frac{K(s + \bar{Y}^\alpha)}{s^2 \left(2\omega_s \xi_s + \omega_s^2\right)} = \frac{\theta(s)}{\delta_e(s)}
\]

indeed proving the possibility of attitude hold approach. However, at closer distances where \(\frac{V_a}{L} >> 1\), the angle of sight control turns out to be the altitude control:

\[
\frac{\varepsilon(s)}{\delta_e(s)} = \frac{K}{s^2 \left(2\omega_s \xi_s + \omega_s^2\right)} = \frac{H(s)}{\delta_e(s)}
\]

The second order integrator in this equation makes the control more difficult (especially for a human pilot), because it requires at least one derivative of the error signal, i.e. involves \textit{lead} in the control. However, probably a more difficult problem is the change of the dynamics itself along the glidepath. It requires a controller with time-varying properties. This problem is avoided when linear error \(\Delta h\) is used instead of angular error \(\varepsilon\) (Fig. 5.3), although it leads to the more difficult altitude control (5.17). In order to prevent overtightening of error tolerances at far distances, the tolerances may be relaxed in accordance with the distance. This means, in effect, that the control gain will be reduced at far distances, again leading to a time-varying controller, though with a fixed structure.

\subsection{5.1.2.1.2 Lateral control}

The same considerations apply to lateral control. Lateral motion is controlled by two aerodynamic controls: ailerons and rudder. Similar to the longitudinal case, they can take up different roles, although by far the most optimal method in majority of cases is bank-to-turn control, where ailerons are used to roll the aircraft about its longitudinal axis and thus to produce a turn. The primary force responsible for turn is the horizontal portion of lift, which be-

\(^1\) Please refer to Appendix A and Section 3.1.1.1 for explanation of the axes and units systems used in this work.
comes non-zero when the aircraft is banked. Angle of attack is slightly increased via appropriate elevator deflection to compensate the drop in vertical force. At the same time, rudder is used to compensate sideslip. In most cases, it is desirable to keep the sideslip angle $\beta$ (and the sideforce $Z$ or the respective load factor $n_z$) equal to zero. However, non-zero sideslip may be acceptable for some aircraft, particularly light aeroplanes and gliders. They can perform a ‘flat turn’ by applying rudder directly and using ailerons to maintain wing-level flight. More often, sideslip is used on these aircraft to induce additional drag in order to steepen the glidepath.

Trimming conditions include compensation of steady wind. Unlike longitudinal control, where steady wind can be compensated simply by additional elevator deflection, there are two ways to compensate crosswind:

- Banking the aircraft into the wind. To prevent turn, an opposite rudder deflection is applied, aligning the aircraft’s longitudinal axis with the runway (or, generally, with the direction of flight)—so called ‘slip landing.’
- Pointing the aircraft into the wind. The aircraft flies at an angle to the runway while its velocity is parallel to the runway—‘crab landing.’

The first method involves non-zero sideslip and so is unfavourable from the point of view both aerodynamics and occupants’ comfort. On the other hand, with the aircraft body and landing gear aligned with the runway, touchdown is easier. For this reason, large aircraft often combine these methods, utilising ‘crab’ technique for majority of the approach and then changing to slip before touchdown. For a UAV captured in-flight, however (which is the focus of this research), non-aligned yaw at the moment of recovery does not represent a serious problem. Therefore, lateral control can be performed entirely using ailerons, with the rudder keeping sideslip at zero.

The influence of distance to the landing spot on the dynamics is largely similar to the elevator control, requiring varying control at different distances.

### 5.1.2.2 UAV control for shipboard recovery

As it was seen from the discussion in the previous sections, landing of an aircraft is a well established procedure which involves following a predefined flight path. More often than not, this is a rectilinear trajectory on which the aircraft can be stabilised (trimmed), and the control interventions are needed only to compensate disturbances and other sources of errors. The position errors with respect to the ideal glidepath can be measured relatively easily. Shipboard landing on air carriers is principally similar; the main differences are much tighter error tolerances and absence of flare manoeuvres before touchdown. The periodic ship motion does have an effect on touchdown; however, it does not affect significantly the glidepath, which is projected assuming the average deck position. The choice of the landing deck size, glideslope,
aircraft sink rate and other parameters is made to account for any actual deck position at the moment of touchdown. For example, a steeper glideslope (typically 4°) is used to provide a safe altitude clearance at the deck ramp for its worst possible position (i.e. ship pitched nose down and heaved up). This makes unnecessary to correct the ideal reference trajectory on the fly.

In general, the final approach trajectory need not to be a straight line. The rectilinear approach has been selected for piloted aircraft (and many UAVs) largely due to simplicity of manual control, safety considerations, consistency of operation between different aircraft and relative simplicity of technical aids for instrumental approach. However, when the situation requires, other forms of trajectory should be considered. It was pointed out in the above sections that the two-stage design, finding an optimal trajectory and then synthesising a tracking controller that follows this trajectory, is a common control engineering practice. In particular, this approach has been successfully applied in the development of the catapult launch controller for the Ariel UAV [47]. In this work, control inputs (elevator deflections) have been optimised along the flight path so that the trajectory of the UAV under such control met the task objectives (quick gaining of a defined optimal climb angle and minimising altitude loss). After that, several controllers that implement the optimised control sequence as a function of sensor measurements have been synthesised using the novel inverse system identification technique. Even though the produced controllers were linear, they closely approximated the optimal control and the trajectory obtained in a nonlinear optimisation procedure.

However, the picture is different for the UAV shipboard recovery. As shown in Section 3.4.1, ship oscillations in high sea cause periodic displacement of the recovery window (the area where capture can be done) several times greater than the size of the window itself. This fact (and also the assumption that the final recovery window position cannot be predicted for a sufficient time ahead) makes it impossible to project an optimal flight path when the final approach starts. Instead, the UAV must constantly track the actual position of the window and approach so that the final miss is minimised. Therefore, it turns out that the UAV recovery problem resembles that of homing guidance rather than typical landing. While stabilisation on a known steady flight path can be done relatively easy with a PID controller, homing guidance to a moving target often requires a more sophisticated control. It can be said that homing guidance is concerned about optimising the guidance algorithm (and thus the control laws that implement it) instead of optimising the trajectory and tracking controllers. This task is addressed in the following section.
5.1.2.2.1 Proportional guidance

Not surprisingly, homing guidance found particularly wide application in ballistic missiles development, hence the accepted terminology owes to this engineering area. Since 1950s, a large number of guidance strategies have been proposed. However, nearly all the most elaborated guidance techniques critically rely on the information about the target’s behaviour, attempting to predict, in one form or another, its trajectory. Consequently, they require measurement (or estimation) of the state of the target. If such estimation is erroneous, guidance performance drops significantly and the basic guidance strategies with lower requirements outperform their sophisticated counterparts [62].

The most popular of these basic guidance laws are known as Proportional Navigation (PN) Guidance. They have been successfully used for decades, and even today many tactical guided missiles employ PN for terminal guidance [197]. PN demands lateral acceleration of the pursuer (e.g. missile) to be proportional to the rate of rotation of the line of sight to the target:

$$a_{zk} = NV \hat{\lambda}$$  \hspace{1cm} (5.18)

where $N$ is the navigation constant (normally $N > 2$) and $\lambda$ is the angle of sight (for the landing case, see (5.14) and Fig. 5.3). There are two most studied PN laws which differ with respect to the reference frame used. The so called Pure Proportional Navigation (PPN) is calculated in the pursuer’s trajectory axes, thus the demanded acceleration $a_{zk}$ is normal to the velocity vector $V$. In contrast, the True Proportional Navigation (TPN) is drawn in the line-of-sight axes, so that $a_{zk}$ is normal to the line of sight, and $V$ in (5.18) becomes the closing rate $V_c$.

Obviously, in the case of PPN, $a_{zk} = \omega_k V$, where $\omega_k$ is the pursuer’s turn rate (more precisely, turn rate of its velocity), therefore (5.18) can be written as

$$\omega_k = NV \hat{\lambda}$$  \hspace{1cm} (5.19)

which is the original definition of PPN [137].

It can be seen that PN does not use any knowledge of the target’s trajectory (closing rate measurements required for TPN are usually available), nor it needs the time-to-go $t_{go}$ or distance estimation nor any other predictions. This makes PN extremely robust. Nevertheless, even for such simple guidance laws, their characteristics are known largely empirically. Analytic solutions to the PPN problem are available only for $N = 1$ and $N = 2$ and a non-maneuuvring target (i.e. moving with constant velocity); and for any value of the navigation constant $N$ and a non-maneuuvring target in the case of TPN [191]. It has been shown, however, that PPN does exhibit optimal behaviour and can accurately hit a non-maneuuvring target for $N = 3$ and that one can cope with a maneauvring target by varying $N$ between 3 and 5 [95].
In the context of UAV recovery, the difference between PPN and TPN is small because the UAV moves almost straight towards the ‘target’ from the beginning (compared to typical missile intercept scenarios) and thus the velocity vector and the line of sight almost coincide. Considering lateral motion, it is remarkable that if a coordinated level turn is used to obtain lateral acceleration, this acceleration is a function of only the bank angle $\gamma$:

$$a_{yk} = g \tan \gamma$$

(5.20)

thus the lateral acceleration command can be translated into the bank angle demand:

$$\gamma = \arctan \frac{N V \hat{\theta}}{g}$$

(5.21)

In the longitudinal channel, normal acceleration corresponds to an appropriate elevator deflection (considering small perturbations and neglecting short period dynamics) and therefore can be easily controlled as well. It should be noted that an autothrottle may be necessary to maintain a safe airspeed in the presence of potentially large acceleration commands.

However, there are two major difficulties that can compromise the effectiveness of PN for UAV recovery. First, PN laws are known as generating excessive acceleration demands near the target. For a UAV with limited manoeuvrability, such demands may be prohibitive, especially at low approach airspeeds. On the other hand, the PN guidance strategy does not change during the flight, unlike direct angle of sight control (5.15). Several alternative guidance strategies with more favourable acceleration demands exist, e.g. augmented proportional navigation. However, it is unlikely they can sufficiently improve the guidance to an oscillating target such as ship’s deck. These methods are typically built around minimising the so called zero effort miss, i.e. the expected miss distance if both the pursuer and the target will maintain their velocities. Non-zero effort miss where accelerations are considered in a similar manner may also be employed (see e.g. [169]). However, due to ship oscillations, both velocity and acceleration of the recovery window constantly change (including the sign), which impairs efficiency of these methods. Other class of guidance methods employs elaborated predictive models of the target, which we assume unavailable in this work (see Section 3.3).

Another potential deficiency of PN methods is the necessity to know the line of sight rate of rotation. In many cases it cannot be measured directly and can only be derived from sequential angular measurements. Like with any numerical differentiation, this process suffers intensely from instrumental noise, thus an estimation filter becomes a necessity. In the case of UAV recovery, this may be further complicated by the ship angular motion if the base tracking equipment is installed on the ship (which is likely, see Section 2.4.3.4): an unstabilised tracking system may add the ship’s angular velocity to the angle of sight rate. Even greater difficulty may arise if the tracking radar or a similar device is mounted onboard the UAV: a
high level of turbulence may cause fast and irregular angular motion of the light vehicle so that even locking on the target may be difficult. This problem is addressed in Section 5.2.1.2.2.

5.2 UAV controller structure

From the analysis of Section 5.1.2.2 it becomes clear that the UAV control for the recovery stage should be a form of target tracking guidance strategy. The choice of the optimal strategy and its parameters, however, remains an open question. The objective of the rest of this chapter is therefore to synthesise such guidance strategy that enables reliable UAV recovery, and to produce a controller that implements this strategy.

As mentioned above, an analytical solution to a real-world guidance problem is very difficult, if possible at all. The evolutionary design (ED) method described in this chapter synthesises the control laws based on simulated practical experience, testing many designs in the conditions closely reflecting those the UAV will encounter in real flight. The method allows to evolve automatically both the structure and the parameters of the control laws, thus potentially enabling to generate a ‘full’ controller, which links available measurements directly with the aircraft control inputs (throttle, ailerons, rudder and elevator) and implements both the guidance strategy and flight control:

\[ \delta_t, \delta_a, \delta_r, \delta_e \]
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Fig. 5.4 Full controller with embedded guidance strategy

However, this approach, even though appealing at first and requiring minimum initial knowledge, proves to be impractical for two main reasons. First of all, computational demands of the evolutionary algorithms (EAs) soar exponentially with the dimensionality (complexity) of the problem. At the same time, the number of possible dynamic controllers is virtually unbounded, even with limited number of inputs (15–25) and outputs (4). It is therefore desirable to reduce complexity of the problem by reducing the number of inputs/outputs and limiting, if appropriate, possible structures of the controllers. This can be done, for example, by decoupling the longitudinal and lateral control and by using only one control in each channel for guidance (as described in Sections 5.1.2.1.1 and 5.1.2.1.2).

Another difficulty is the evaluation of the controller’s performance. In ED, performance (fitness in EA terms) evaluation is made on the basis of simulation runs of the controller. For a full controller, many factors must be assessed, from the miss distance and other trajec-
tory characteristics to some particular indicators of control quality such as damping of short-
period oscillations and control usage. All these factors must be weighted or combined in some
way to obtain a collective estimate. Appropriate weights selection is a common problem for
many control design techniques, it may be laborious and not so intuitive. At the same time, it
has direct impact on algorithm convergence, and inappropriate fitness evaluation may hamper
the design process significantly. Multi-objective search (see Section 4.2.1.1) can be employed
here. However, it has its own shortcomings such as, generally, a larger population size re-
quired. In addition, the number of objectives in comprehensive UAV control is too large to be
handled at once conveniently. Therefore, it is highly desirable to decompose the task into sev-
eral simpler problems and to solve them separately.

A natural way of such decomposition is separating the trajectory control (guidance)
and flight control as described in Section 5.1.2. The guidance controller issues commands $u_g$
to the flight controller, which executes these commands by manipulating the control surfaces
of the UAV (Fig. 5.5). These two controllers can be synthesised separately using appropriate
fitness evaluation for each case. In addition, this approach allows to simplify the controllers
and to facilitate design by reducing the number of input measurements $z$ available to each
controller: only the relevant signals can be fed into the controllers.

If necessary, both the guidance and flight controllers can be, in turn, subdivided into
individual sub-controllers for each channel. It should be noted, however, that a decoupled
model of the UAV may not be available, and the aim of ED is to produce controllers without
modification of the controlled system. For this reason, all the controls of the UAV must be
engaged during the tests, even if the respective control laws are not being developed and have
not been produced yet. To circumvent this limitation, simple temporary controllers (e.g. pro-
portional controllers) may be connected to the controls which are not currently used for evolu-
tion of the control laws. To protect them from excessive load, the respective test conditions
may be relaxed. For example, when the longitudinal channel is being developed, simple propor-
tional controllers which maintain wing-level flight with minimum sideslip may be con-
ected to ailerons and rudder and the lateral turbulence component may be deactivated. How-
ever, extra care should be taken using this approach so as not to oversimplify the conditions
for the controller being evolved and on the other hand, not to introduce unwanted behaviour
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with these temporary controllers across the whole testing envelope. The evolutionary designs tend to adapt to the conditions they are tested against and to reveal obscure relationships, thus the evolved controller may incorporate into the design the changes of flight parameters caused by the temporary controllers. When these controllers are replaced with the final variants, some relationships will be lost and the evolved controller may become inoperable. This problem may be solved, at least partially, with the two-stage design when only the preliminary decoupled controllers are evolved, and then, as adequate performance is obtained and a suitable structure starts to develop, the evolution continues on a coupled design.

5.2.1 Guidance controller

At this stage, let us leave the internal structure of the controller to the automatic evolutionary design and rather look at the question of appropriate interface, i.e. set of inputs and outputs. As discussed above, it is desirable to keep the number of inputs and outputs to minimum, but without considerably compromising potential performance.

5.2.1.1 Outputs

An additional requirement to the outputs $u_g$ is that these signals should be straightforwardly executable by the flight controller. This means that $u_g$ should represent a group of measurable flight parameters such as body accelerations, velocities and Euler angles, which the flight controller can easily track. At the same time, the outputs should cause consistent changes of the trajectory of the UAV. Generally, such changes can be produced by an appropriate manipulation of the UAV velocity vector.

When discussing landing in Section 5.1.2.1.1, it has been said that there is a very limited capacity to control the trajectory by changing the airspeed. Even though this method may be applicable for steady path control during conventional landing, a more aggressive manoeuvring required for UAV recovery is deemed to be impossible using airspeed control. It has been reasoned that locking the airspeed using an autothrottle is the most suitable option for this task. Therefore, the absolute value of velocity may be considered approximately constant (ignoring the effect of wind gusts).

A specified change of trajectory can be obtained by controlled rotation of the velocity vector. This rotation can be commanded in two ways: by specifying the angular rate of rotation $\omega_k$ and by applying a specified acceleration $a_k$ normal to the velocity. These quantities are directly related through the velocity $V_k$

$$a_k = \omega_k \times V_k$$  \hspace{1cm} (5.22)

and thus are interchangeable. Which one to use depends primarily on the convenience for the flight controller to measure and track the actual values of the respective signals. For an air-
craft, acceleration commands seem to be preferable as they will use almost full range of available body accelerations and therefore of the sensors scale, whereas body rotations due to trajectory changes are relatively small compared to the angular rates of short-period motion. This affects both the output sensors noise and the effect of turbulence measured by the sensors. In addition, accelerations are rather more intuitive to use.

A vector of normal acceleration can be specified in two ways: an absolute value plus an angle with respect to a certain origin (e.g. 0 = up, but note the vector is always normal to the trajectory, this definition vanishes as the trajectory approaches vertical); or two orthogonal components. Due to nature of position measurement system accepted in this work (Section 2.4.3.4.3), the latter representation, with the vertical and horizontal components, will be used. The angle and modulus representation might be more appropriate for a radar-based tracking system. Either way, they can be easily converted from one to another. Also, for convenience of use, all accelerations will be expressed as dimensionless load factors

\[ n = \frac{a}{g} \]  

(5.23)

where \( g \approx 9.81 \text{ m/s}^2 \) is the gravity acceleration.

The acceleration demands are expressed in the trajectory axes frame \( O_{x_ky_kz_k} \), in which the origin is located at the vehicle’s centre of mass, \( O_{x_k} \) is directed along the inertial velocity vector, \( O_{y_k} \) is orthogonal to \( O_{x_k} \) and lies in the vertical plane (thus the notation ‘vertical acceleration demand’ should be taken conventionally as it may not be true vertical), and \( O_{z_k} \) completes the frame to the right-hand system, pointing horizontally to the right (looking along \( O_{x_k} \)). It differs from the body axes \( O_{xyz} \) by the wind vector, aerial angles \( \alpha \) and \( \beta \), and the bank angle \( \gamma \).

However, aircraft controls work primarily in the vehicle-fixed frame, making direct trajectory control more difficult. For this reason, it is deemed to be a reasonable approximation to consider the acceleration demands in the body-fixed frame \( O_{x_k'y_k'z_k'} \), which is similar to the body frame \( O_{xyz} \) but is rotated back by the angle \( \gamma \) so that \( O_{y_k'} \) lies in the vertical plane. In other words, it is assumed, for the purposes of guidance, that the aircraft flies along its longitudinal axis \( O_x \). This situation is illustrated in Fig. 5.6, with the aircraft shown directly from the back. Indeed, the aerial angles are typically very small (moreover, the sideslip \( \beta \) is usually deliberately kept at zero, see Section 5.1.2.1.2). Even combined with the wind, this approximation will, most likely, cause less difference in terms of reference frames than that between the PPN and TPN guidance methods (see Section 5.1.2.2.1), both of which show very similar practical performance.\(^1\) It is expected that any discrepancies, should they appear significant,\(^1\) In the cases when the pursuer starts flying approximately towards the target, which is the case for the UAV final approach.
will be addressed by the automatically designed guidance control laws. This approach is believed to be more effective than making the flight controller track the true trajectory accelerations, because the latter will require the aerial angles information (which is noisy due to nature of vane sensors) as well as the wind estimation, severely compromising the quality and robustness of the flight controller.

As a rule, an aeroplane cannot apply an arbitrary acceleration directly. In particular, aeroplanes are typically not designed to withstand substantial lateral body acceleration. Instead, they bank to a certain angle and apply normal body acceleration to change the flight path. This way, assuming the body lateral acceleration kept to minimum by the flight controller, the acceleration commands can be kinematically translated into the bank angle and the normal body acceleration demands, also taking into account gravity acceleration (Fig. 5.6):

\[
\gamma^d = \arctan\frac{n_y^d}{n_y^{Td}} = \arctan\frac{n_y^d}{n_y^{Td}}
\]  

(5.24)

and

\[
n_y^d = \frac{n_y^d + n_{gk}}{\cos \gamma} = \frac{n_y^{Td}}{\cos \gamma}
\]

(5.25)

where \(\gamma^d\) is the bank angle demand, \(n_y^d\) is the normal body load factor demand, \(n_y^d\) and \(n_{gk}\) are the vertical and horizontal load factor demands, \(n_{gk}\) is the load factor due to gravity force and \(n_y^{Td}\) is the total vertical load factor demand (including gravity). Taking into account the above assumption regarding the axes frames, the gravity load factor \(n_{gk}\) can be found directly through the pitch angle \(\theta\):

\[
n_{gk} = \cos \theta
\]

(5.26)

The maximum bank angle during the low speed final approach (and often in the whole flight envelope) is restricted for safety reasons and due to operational limitations of the aircraft. In this work, the roll limits have been set to ±45°: experiments with the UAV model have shown that the aircraft is capable to pull about 1.4g to 1.5g normal acceleration at such low approach airspeed before exceeding the critical angle of attack, which corresponds to an approximately 45 degree steady level turn. This restriction has an important implication on
the calculation of the normal load and bank demands for the flight controller. The aircraft cannot turn upside down and apply a positive normal body acceleration to realise a negative vertical acceleration demand (the practice common to agile aircraft). For this reason, the two quadrant arctangent shall be used in (5.24) to calculate the bank angle demand. Then, after limiting the demand according to the restrictions, it can be supplied to (5.25) to obtain the correct (and possibly negative) normal load demand. For the same reasons, $n_y^d$ is not calculated geometrically from the two acceleration demand components.

In a similar manner, the maximum realisable load factor $n_y^d$ may limit the applicable bank angle, possibly even prior to the rigid restriction of $45^\circ$. However, unlike the bank angle which is not limited, as such, aerodynamically, the maximum load is quite sensitive to the current flight conditions. The main factor here is angle of attack $\alpha$. Therefore, the flight controller shall correct the bank angle demand if the required load factor is unreachable. It should be noted, however, that when $n_y$ limit is reached, it is a matter of preference how to dispose available horizontal and vertical accelerations. Both of them may be inadequate to the demands. If the bank angle is unchanged, both accelerations will be reduced proportionally. However, vertical acceleration may be considered more important, because, apart from guidance, it is responsible for the flight as such. Excessive roll with inadequate lift may result in crash. For this reason, roll correction may be beneficial.

In addition, bank angle limitation creates one more issue which should be taken care of if negative values of $n_y^d$ are expected. In the presence of a non-zero horizontal acceleration demand $n_{zk}^d$, the aircraft will have to ‘flip’ to the opposite bank angle as the $n_y^d$ changes its sign. This may produce unwanted behaviour if $n_y^d$ is kept near zero and thus may change its sign back and forth often. To avoid unnecessary rolling, a relay-like block with the characteristics such as that shown in Fig. 5.7 may be introduced between $n_{yk}^d + n_{gk}$ and $n_{yk}^{Td}$. The obtained value of $n_{yk}^{Td}$ should subsequently be used in formulas (5.24) and (5.25). This block will delay the transition through zero and thus the roll flip by a certain small value of load, reducing the amount of reverse actions.

![Fig. 5.7 Delaying the total vertical acceleration demand](image)
In this work, however, it has been found that the Ariel UAV is incapable to produce a negative $n_{yk}T_d$ at the approach airspeeds and realistic pitch angles due to limitation of positive (pitching down) elevator deflection. To this end, $n_{yk}T_d$ has simply been limited to a small positive value of 0.001.

Altogether, the structure of the output part of the guidance controller becomes as shown in Fig. 5.8. With this scheme, the guidance laws produce general requests to change trajectory in horizontal and vertical planes. The kinematic converter then recalculates these requests to the form convenient for the flight controller. Both the bank angle $\gamma$ and normal body load factor $n_y$ can be relatively easily tracked, with the sensors providing direct measurements of their actual values. At the same time, this approach allows to evolve the horizontal and vertical guidance laws separately, which may be desirable due to different dynamics of the UAV’s longitudinal and lateral motion and also due to computational limitations.

5.2.1.2 Inputs

Input measurements to the guidance controller should be those relevant to trajectory. First of all, this is all available positioning information (see Section 2.4.3.4). Also, some of the flight parameters may be useful for guidance. These are pitch and yaw angles and airspeed. They do not account for steady wind, but still provide substantial information regarding the current ‘shape’ of trajectory. For example, high pitch angle indicates intensive climb.

Regarding the yaw angle, it should be noted that it is measured relative to north direction. However, as the system should be independent of the world orientation, the yaw angle fed into the controllers is corrected by the ‘reference’ yaw $\psi_0$, which is perpendicular to the arresting wire in the direction of anticipated approach. This correction is fixed during the approach (as the ship heading is assumed to be constant) and is known to the UAV from the navigation data. This way, a zero yaw indicates that the UAV is pointed perpendicularly to the arresting wire (ignoring ship oscillations), which is the ideal condition in the absence of side wind and when the UAV moves along the ideal glidepath. This is similar to rotating the ground reference frame $O_{gxgygz}$ by the correction yaw angle $\psi_0$. The rotated frame is referred as approach ground reference frame.

Apart from these directly measured (raw) signals, some derived quantities from them will be helpful. Two examples are the vertical and lateral velocity components with respect to
the approach ground reference frame. Ideally, this should be the inertial velocity components. They can be obtained from either GPS or onboard INS (or a mix thereof, see Section 2.4.3.4.1). However, in this work a ‘minimalistic’ measurement equipment is assumed. For this reason, the components of aerial velocity are calculated. They are obtained in the following algorithm. Firstly, the body components of airspeed \( V_a \) are found by rotating the aerial velocity vector \([ V_a \ 0 \ 0 ]^T\) by the aerial angles \( \alpha \) and \( \beta \) using direction cosine matrix (DCM) \( A_{ab} \) (3.5). Secondly, the body components are expressed in the approach ground reference frame using DCM \( A_{gb}^T \) (3.3):

\[
V_{ag} = A_{gb}^T A_{ab} \begin{bmatrix} V_a \\ 0 \\ 0 \end{bmatrix}
\]

The second and third components of \( V_{ag} \) will contain the required vertical and lateral velocities. In no wind conditions, they are equal to the inertial components.

5.2.1.2.1 Positioning information

Determination of the current UAV position and velocities with respect to the arresting wire is crucial for successful recovery. While previously discussed flight parameters may only help to improve the guidance quality, positioning carries direct responsibility for recovery. Obtaining useable positioning information is discussed in this section.

Section 2.4.3.4.3 described the technical aspects of the positioning system used in this study. The system is based on radio distance metering and provides ten independent raw measurements (Fig. 5.9): three distances \( d_1, d_2 \) and \( d_3 \) from the UAV to the radio transmitters located at both ends of the recovery boom which supports the arresting wire and at the base of recovery mast; three rates of change of these distances; distance differences \( (d_1 – d_2) \) and \( (d_3 – d_2) \); and rates of change of the differences.

All these measurements can be supplied to the guidance controller. The guidance laws evolution process is potentially capable to produce the laws directly from raw measurements, automatically finding necessary relationships between the provided data and the required output. However, this is unproductive for two main reasons. First, providing the pre-calculated parameters directly related to the UAV position may simplify the evolutionary search, reducing the computation time. Second and more importantly, the guidance laws evolved from raw measurements will be rigidly linked to the positioning system used, being inflexible and incompatible with any other positioning system. Not only completely different systems (such as radar tracking systems) will be hard to adapt to, but even incorporating the changes in geometrical parameters such as the base legs \( L_1 \) and \( L_2 \) (Fig. 5.9) may be difficult.
For this reason, the positioning information is recalculated to reflect the actual position and velocities of the UAV in universal quantities such as metres and radians and with respect to a certain common origin point. If technically possible, this origin should be independent from actual implementation of the positioning system, which may be located at different places. A natural choice of such origin is the ‘target’ spot which the UAV should be aimed at. This point is located above the centre of the arresting wire (see Section 2.4.2). The elevation $h_T$ of the target spot is determined by the cable sag at the moment of recovery and thus may vary depending on airspeed and final trajectory shape (Section 3.5.4). Ideally, it should be approximately one half of the effective cable sag, giving maximum error allowance both up and down. However, the actual cable sag cannot be measured in flight. Therefore, the target spot elevation is chosen to be a constant, and the value is determined in view of the expected cable sag obtained from simulation of the cable model. Section 3.5.4, Fig. 3.17 provides the necessary data. For normal approach speed, the cable sag varies between 3.5 and 4.5 m. Accordingly, the target spot elevation is chosen to be $h_T = 2$ m above the arresting wire.

**Vertical and horizontal displacement.** The vertical and horizontal position with respect to the target spot can be calculated by the following scheme (Fig. 5.10 for the vertical position). First, the displacement with respect to the second transmitter (located at the root of the recovery boom) $L_0$ is determined. Since

\[
(L_2 + L_0)^2 + d_0^2 = d_3^2 \\
L_0^2 + d_0^2 = d_2^2,
\]

$L_0$ can be expressed as

\[
L_0 = \frac{d_3^2 - L_2^2 - d_2^2}{2L_2}
\]

As mentioned in Section 2.4.3.4, in practice this formula is very sensitive to separation of the
transmitters in space. For the accepted base leg $L_2 = 5 \text{ m}$, at the distance of several hundred metres (in the beginning of final approach), any inaccuracies in measurement of $d_2$ and $d_3$ will cause large errors in $L_0$. This effect is known as dilution of precision. Generally, this is an unavoidable limitation of any triangulation-based system (including GPS). However, as the system provides an independent (and precise) measurement of the difference $(d_3 - d_2)$, this formula may work better if rewritten as

$$L_0 = \frac{(d_3 - d_2)(d_3 + d_2) - L_2^2}{2L_2}$$

Having calculated $L_0$, the elevation relative to the target point can be obtained:

$$\Delta H_T = L_0 - h_T = \frac{(d_3 - d_2)(d_3 + d_2) - L_2^2}{2L_2} - h_T \quad (5.28)$$

Note that $\Delta H_T$ is not the ‘glidepath error’ such as that shown in Fig. 5.3: there is no glidepath defined to the guidance controller. This is simply a general measure of the vertical position of the UAV with respect to the arresting wire.

In a similar manner, horizontal displacement can be obtained, taking into account that the target is located in the middle of the arresting wire:

$$\Delta Z_T = L_0' + \frac{L_4}{2} = \frac{(d_1 - d_2)(d_1 + d_2) - L_4^2}{2L_4} + \frac{L_4}{2} = \frac{(d_1 - d_2)(d_1 + d_2)}{2L_4} \quad (5.29)$$

**Angular position.** As stated in Sections 5.1.2.1.1 and 2.4.3.4.3, angular measurements may provide a more adequate positioning information for the recovery task. Fortunately, these measurements can be approximated using only the distance differences. First, let us consider horizontal angular position, which is symmetrical with respect to the centre of the recovery boom (Fig. 5.11).

During the major part of the final approach, $d_1, d_2 \gg L_1$ and therefore $\delta$ is small and $\eta = 90^\circ - \delta \approx 90^\circ$. In this case, the angle $\varepsilon$ can be found straightforwardly

$$\varepsilon = \varepsilon_h = \arcsin \frac{d_1 - d_2}{L_4} \quad (5.30)$$

The angle $\varepsilon$ is slightly smaller than the desired angular position $\varepsilon_0$ because point $T$ (the target point in this arrangement) is skewed towards the closest transmitter (#2 in Fig. 5.11). How-
ever, this skew is partially compensated by the approximation (5.30), which always overestimates \( \epsilon \) since \( \eta < 90^\circ \). For small \( \epsilon \), which is expected for proper approach, the error tends to zero, and even for large \( \epsilon \), the estimated value will point the aircraft to a position between the transmitters. The error may become noticeable only at close distances \( (d_1, d_2 \equiv L_1, \text{ i.e. less than half a second before capture}) \) and large \( \epsilon \), which is an unusual situation most likely leading to a miss. Overall, this is an effective approximation which uses only one measurement. Exact calculation of the angular position would require distance measurement which is less accurate and could produce an inferior result.

Distance information is needed, however, to determine the vertical angular displacement, which is asymmetrical with respect to the transmitters. The target point \( T_v \) is elevated by \( h_T \) above the transmitter \#2. The required angle \( \epsilon_v \) \(^1\) can be obtained by correcting the angle \( \epsilon \) measured in a similar manner to (5.30), by the angle \( \mu \) (Fig. 5.12):

\[
\epsilon_v = \epsilon - \mu = \arcsin \frac{d_3 - d_2}{L_2} - \mu
\]

(5.31)

\( \mu \) can be determined from the triangle \( UTT_v \), which is defined by the fixed side \( TT_v = b \approx h_T + L_2 / 2 \), angle \( T = 90^\circ - \epsilon \), and the distance \( d_{23} \), which can be found as the length of the median (assuming point \( T \) lies in the middle between the transmitters \#2 and \#3, as it is supposed to be):

\[
d_{23} = \frac{1}{2} \sqrt{2d_2^2 + 2d_3^2 - L_2^2}
\]

(5.32)

which for practical values of the distances and \( L_2 \) can be approximated as

\[
d_{23} \approx \frac{d_2 + d_3}{2} = d_2 + \frac{d_3 - d_2}{2}
\]

(5.33)

\(^1\) The subscripts for \( \epsilon \) stand for ‘vertical’ and ‘horizontal’ and are chosen to avoid ambiguity with the respective coordinates \( \Delta H_T = \Delta Y_T \) and \( \Delta Z_T \), because \( \epsilon_v = \epsilon_z \) correspond to \( \Delta Y_T \) and \( \epsilon_h = \epsilon_y \) correspond to \( \Delta Z_T \).
Depending on the actual implementation of the positioning system, either way may deliver a more accurate result.

Using the laws of sines and cosines, $\mu$ is obtained as

$$\sin \mu = \frac{b \cos \varepsilon}{b^2 + d_{23}^2 - 2bd_{23} \sin \varepsilon}$$  \hspace{1cm} (5.34)$$

This formula can be simplified by assuming that $\varepsilon_v$ is small. Using the same argument as above for $\varepsilon$, it can be reasoned that until the very last moments of approach (when it is too late to correct the flight path noticeably), this assumption is sensible. Consequently, $a \approx b$ and

$$\sin \mu = \frac{a}{d_{23}} = \frac{h_T + \frac{L_2}{2}}{d_{23}}.$$  \hspace{1cm} (5.35)$$

This formula is valid only for $d_{23} > h_T + L_2 / 2$. Finally,

$$\varepsilon_v \approx \arcsin \frac{d_3 - d_2}{L_2} - \arcsin \frac{h_T + \frac{L_2}{2}}{d_{23}}.$$  \hspace{1cm} (5.36)$$

Translational and angular velocities can be obtained by differentiating the above equations by time:

$$V_{zT} = \Delta \tilde{h}_T = \frac{(\Delta \tilde{h}_1 - \Delta \tilde{h}_2)(d_1 + d_2) + (d_1 - d_2)(\Delta \tilde{h}_1 + \Delta \tilde{h}_2)}{2L_1}$$  \hspace{1cm} (5.37)$$

$$V_{yT} = \Delta \tilde{h}_1 = \frac{(\Delta \tilde{h}_3 - \Delta \tilde{h}_2)(d_3 + d_2) + (d_3 - d_2)(\Delta \tilde{h}_3 + \Delta \tilde{h}_2)}{2L_2}.$$  \hspace{1cm} (5.38)$$

$$\omega_h = \tilde{h} = \frac{d_1 - d_2}{\sqrt{L_1^2 - (d_1 - d_2)^2}}$$  \hspace{1cm} (5.39)$$

$$\omega_v = \tilde{h} = \frac{d_3 - d_2}{\sqrt{L_2^2 - (d_3 - d_2)^2}} + \frac{bd_{23}}{d_{23}\sqrt{d_{23}^2 - b^2}}.$$  \hspace{1cm} (5.40)$$

In the latter formula

$$b = h_T + \frac{L_2}{2} = 4.5 \text{m}$$  \hspace{1cm} (5.41)$$

and $d_{23}$ is defined by (5.33). It may be reminded that the differences $(d_1 - d_2)$ and $(d_3 - d_2)$ as well as their time derivatives $(\Delta \tilde{h}_1 - \Delta \tilde{h}_2)$ and $(\Delta \tilde{h}_3 - \Delta \tilde{h}_2)$ represent independent measurements and therefore the brackets in (5.37) and (5.38) should not be opened.

Additional measurements. Apart from the above position and velocity data, two other measurements may be useful for guidance. These are the total distance and closing velocity.
A general measure of the distance of the UAV from the recovery boom can be obtained from the readings of $d_1$ and $d_2$ using the formula similar to (5.32):

$$d = \frac{1}{2}\sqrt{2d_1^2 + 2d_2^2 - L^2}$$  

(5.42)

Since this distance may be needed even close to the boom, it should not be simplified to the average of the source readings, similar to (5.33). A distance directly to the target spot could be calculated by multiplying (5.42) by $\cos \varphi$; however, this would involve more measurements (see (5.36)) with little effect for guidance.

Closing velocity (or closing rate), again with respect to the centre of the arresting wire, may be obtained by differentiating (5.42). However, to avoid dependence on possibly inaccurate distance measurements, a simplified approach is used:

$$V_{cl} = -\frac{d_1^k + d_2^k}{2}$$  

(5.43)

For convenience and compatibility with the UAV inertial velocity, the minus sign makes the closing velocity positive when the UAV approaches the arresting wire.

### 5.2.1.2.2 Handling the periodic ship motion

Determination of UAV position discussed in the last section takes no account of ship motion. Meanwhile, it has enormous effect on the resultant calculated position.

The periodic ship motion (see Section 3.3) can be separated into translational and rotational oscillations. While it is desirable (and, in fact, required) that the UAV should track the translational component aiming at the actual position of the recovery window, angular displacement of the recovery boom have little effect on the size and position of the recovery window. In Section 3.4.1, amplitude of the recovery boom is considered. It can be seen that even in the worst practical conditions, angular amplitude of the boom never exceeds 30 degrees and the major portion of this amplitude is sourced in ship roll. In other two orthogonal planes, the amplitude rarely exceeds 5 degrees.

At the same time, even minor angular displacement of the recovery boom may cause a huge change in position measurement. For example, 1° angle translates to a more than 5 m sideways displacement at the distance 300 m, i.e. about the size of the recovery boom (see Fig. 5.13). If angular motion is not compensated in one or another way, it is likely that the position readings will be unusable.

![Fig. 5.13 The effect of ship angular motion on position measurement](image)
Nearly all shipboard positioning equipment used for similar purposes either compensates ship motion internally using a set of motion sensors or is stabilised on a movable platform. The positioning system modelled in this work is located directly on the recovery boom, providing relatively straightforward position measurement, but precluding it from the stabilisation alternative. Therefore, the only option is to take the angular ship motion into account in position calculations.

The data for motion compensation can be obtained from either the common ship’s sensors or a set of dedicated sensors. The exact location of these sensors is unimportant because only angular measurements of the ship body motion are required: three Euler angles \( \theta_s \) and three angular velocities \( \omega_s \). However, since the boom may be positioned in different ways (see Sections 2.3.6.2 and 3.4.1), the ship body measurements should be rotated to align with the actual position of the boom. As the neutral position of the boom is always horizontal, the rotation involves only one angle about the normal ship body axis \( y_s \) and can be expressed using the following direction cosine matrix:

\[
A_{sb} = \begin{bmatrix}
\cos \psi_b & 0 & -\sin \psi_b \\
0 & 1 & 0 \\
\sin \psi_b & 0 & \cos \psi_b
\end{bmatrix}
\]

\[
\theta_b = A_{sb} \theta_s - \begin{bmatrix}
0 \\
\psi_b + \theta_{sy} \\
0
\end{bmatrix}
\]  

\[
\omega_b = A_{sb} \omega_s
\]

where \( \theta_b \) and \( \omega_b \) are Euler angles and angular velocities of the boom, and \( \psi_b \) is the boom angle with respect to the ship longitudinal axis. \( \psi_b = 0 \) corresponds to the forward position (Fig. 3.11), \( -\pi/2 \) to the left side position (Fig. 3.10). This angle is fixed during approach. The obtained boom yaw angle \( \theta_{by} \) is corrected by the value \( \psi_b + \theta_{sy} \) (where \( \theta_{sy} \) is ship yaw) so that the neutral boom position is always \([0 0 0]^{T}\).

With the angles and angular velocities of the boom available, the calculations from the previous section can be corrected by adding the following values (assuming that the angles are small):

\[
\delta H_T = \theta_{bx} d_{23}
\]  

\[
\delta Z_T = \theta_{by} d
\]  

\[
\delta e_v = \theta_{bx}
\]  

\[
\delta e_h = \theta_{by}
\]
\[
\delta V_{yT} = \omega_{by} d + \theta_{by} \delta \theta_{23}
\]
(5.49) \\
\[
\delta V_{zT} = \omega_{by} d + \theta_{by} \delta \theta = \omega_{by} d - \theta_{by} V_{CL}
\]
(5.50) \\
\[
\delta \omega_x = \omega_{bx}
\]
(5.51) \\
\[
\delta \omega_y = \omega_{by}
\]
(5.52)

It can be seen that, naturally, Cartesian position and velocity corrections directly depend on the distance and thus any inaccuracies in ship angle measurements will be greatly amplified. In contrast, angular corrections are free of this shortcoming and therefore, once again, angular positioning may be considered preferable. It is expected that the effect of noise placed upon all sensors will make the evolutionary design to choose the least affected readings if possible, even though instrument errors are not simulated.

Additional measurements, the distance \(d\) and closing rate \(V_{CL}\), are also significantly affected by periodic ship motion. Whilst knowing actual distance is necessary, oscillations of the closing rate may be highly undesirable. In strong headwind conditions, for example, the actual closing rate with respect to the boom may periodically become close to zero and even negative, even though the average rate is positive. In addition, the approximation (5.43) tends to underestimate \(V_{CL}\) at close distances. This may destabilise the controllers which rely on closing rate measurements.

Since translational components of the ship motion play significant role in disturbances to the closing rate, compensation of the latter is cumbersome. It requires not only the ship angular velocity \(\omega_b\) measurements, but also accelerometers readings and exact distance from the accelerometers to the boom centre. However, due to periodic nature of ship motion and almost steady approach of the UAV (assuming that airspeed is maintained and steady wind does not change dramatically), the oscillations may be averaged out by calculating the running average of the \(V_{CL}\) measurements (considering that the controller will be implemented in a digital form and the measurements will be digitised):

\[
V_{CLA} = \frac{1}{n(t) - n(t - s) + 1} \sum_{i=n(t-s)}^{n(t)} V_{CL_i}
\]
(5.53)

where \(n(t)\) denotes the number of data sample corresponding to the time \(t\). The window size \(s\) should cover at least one full period of ship motion. In the case of final approach, which is relatively short, the full previous history of measurements can be averaged. This can be done without storing the history in memory. In addition to eliminating the problem of ship motion, running average also reduces the noise of the readings.
It remains an open question how the corrections (5.45)–(5.52) can be implemented on a real system, considering that some (or all) position measurements are carried out onboard the UAV (see Section 2.4.3.4.3). Generally, there are two possibilities: to shift the phases of the transmitted signals according to current ship position and velocity so that the UAV receives the signals as if they are unaffected by the angular ship motion; and to transmit the ship angle and velocity data to the UAV within the measurement signals or using another real-time data link. The latter option seems to be easier; however, the details of implementation are unimportant in this study because the positioning system is considered ideal.

5.2.1.3 Terminal phase of approach

The recovery procedure, if successful, lasts until the cable hook captures the arresting wire. This happens when the UAV have moved about the full length of the cable past the recovery boom (see Fig. 2.11). However, position measurements may be unavailable beyond the boom threshold, and even shortly before the crossing the readings may become unreliable. In addition, the approximations from Section 5.2.1.2.1 become sufficiently inaccurate at very close distances and have rigid constraints such as \( d_{23} > (h_T + L_2/2) = 4.5 \text{ m} \). For these reasons, the terminal phase of approach, from the distance about 6–10 m until the capture (or detection of a miss), should be handled separately.

For a normal approach speed, the terminal phase lasts less than a second, of which normally less than half a second is spent before crossing the boom threshold and can potentially be used for guidance corrections. However, it is highly unlikely that any actions at this stage will sufficiently correct the guidance errors made at the earlier stages. Moreover, large errors detected at close distances will usually require vigorous steering, which may result in stall or other dangerous conditions just before capture, not to say about awkward body attitude. In addition, dynamic characteristics of the UAV may provoke unwanted behaviour which is normally unnoticed but becomes significant when immediate response is considered. For example, elevator deflection generates some amount of additional lift which has an opposite sign to the moment the elevator produces. Consequently, for a nose-up command normally issued to climb, the UAV initially descends until the wing gains enough lift to overcome the elevator force. In a usual situation, this descend is subtle; however, only a split second before crossing the boom, such reverse action may result in worsening the situation and even a crash into the boom.

It is therefore possible to disconnect the guidance controller several metres before the recovery boom without affecting the quality of guidance. The allowed error (approximately 2 m in all directions, determined by the lengths of the arresting wire and the cable) should ab-
sorb the absence of controlled guidance in the last 0.3 to 1 second (depending on the headwind) in most situations.

Two questions must be answered to complete the recovery procedure: how should the UAV be controlled during the terminal phase and how to determine the moment of changeover. An adequate answer to the first question is deemed to be the output

\[ n_{yk}^d = n_{ck}^d = 0 \]  

(5.54)

which means ‘keep the last velocity.’ These demands are channelled through the kinematic converter (see Fig. 5.8) to the flight controller as usual. Under this control, the UAV will continue to fly in the direction that the guidance laws produced at the moment of disconnection, making smooth transition from the guidance control. In addition, this control reduces any roll the UAV may have, which is desirable.

The moment of changeover is determined so as to keep the assumptions made in Section 5.2.1.2.1 well within the valid range and on the other hand, not to disrupt guidance notably. The point is chosen to be 7 metres before the recovery boom. The distance is determined from (5.42), which uses two different distance measurements. On a real implementation of the system, reliability questions should also be considered, with the backup means preventing both premature and late changeover.

Another issue to be considered on a real system is automatic miss detection. If the capture is unsuccessful and the UAV has not crashed, another attempt may be performed, which is one of the advantages of this recovery method. Since the distance readings may be unavailable, miss can be detected if the cable hook is not pulled after \( L_c / V_{CL} \) seconds, where \( L_c \) is the cable length, plus a necessary margin. In the case of a miss, the control is handed over to the main navigation controller, which diverts the UAV from the ship and guides the aircraft to a new approach entry point. Backup means for this important event should also be provided, possibly including the operator’s ‘go around’ button.

### 5.2.2 Flight controller

Flight controller receives two inputs from the guidance controller: bank angle demand \( \gamma^d \) and normal body load factor demand \( n_y^d \). It should track these inputs as precisely as possible by manipulating four aircraft controls: throttle, ailerons, rudder and elevator. These four outputs of the flight controller are connected directly to the respective actuators which drive the control surfaces and throttle of the UAV.

Apart from the demands, all available measurements from the onboard sensors are fed into the controller, except for positioning information which is relevant only for guidance. These are (see Section 3.1.2.4): body angular rates \( \omega_x, \omega_y, \omega_z \) from rate gyros, Euler angles \( \gamma \).
\(\psi, \theta\) from strapdown INS, body accelerations \(n_x, n_y, n_z\) from the respective accelerometers, airspeed \(V_a\), aerial angles \(\alpha\) and \(\beta\), actual deflection of the control surfaces \(\delta_a, \delta_r, \delta_e\), and engine rotation speed \(N_{rpm}\). The barometric altitude data is not included due to insufficient accuracy. In addition, two time derivatives are calculated by first-order differentiation: \(\dot{V_a}\) and \(\dot{\alpha}\). Although these signals may be very noisy, they may be useful for high quality control.

All these inputs are grouped into several groups, and only the relevant measurements are provided to each of the four channels of the controller. This is described in detail in Section 5.3.2.1, where controller implementation is discussed.

For simplicity of design, the controller is subdivided into independent longitudinal and lateral components. The longitudinal component includes throttle and elevator channels, and the lateral component includes rudder and ailerons channels. Each sub-controller, as discussed in Section 5.1.2.1, has one primary control directly responsible for tracking the respective demand and one auxiliary control. In longitudinal branch, elevator tracks the input signal \(n_y^d\), while throttle is responsible for maintaining a required airspeed. In lateral control, naturally, ailerons track \(\gamma^d\), while rudder minimises sideforce by keeping \(n_z\) near zero.

It should be noted that the requirements to the flight controller regarding its tracking abilities are defined in terms of the actual task it will be used for. They may be different to the parameters of control quality commonly used in linear design, such as static error, damping ratio, overshoot, etc. For example, the controller may be allowed to have a significant static error if this way it delivers quicker high-frequency response or better robustness. All these characteristics will be automatically determined in the evolutionary design process.

### 5.3 Evolutionary design

The Evolutionary Design (ED) presented in this section is aimed at developing the control laws optimally suitable for both the defined mission and the controlled system. Generally, it takes no assumptions regarding the system and thus can be used for wide variety of problems, including nonlinear systems with unknown structure. In many parts, this is a novel technique, and the application of ED to the UAV guidance and control problems demonstrates the potential of this design method.

The core of evolutionary design is a specially tailored evolutionary algorithm (EA) which evolves both the structure and parameters of the control laws. This algorithm is used as a tool to create several control laws for the two UAV controllers described in the previous sections. When the design stage is done, the whole system is thoroughly tested to estimate its performance and robustness.

In order to understand the details of ED, a certain knowledge of evolutionary computation theory and practice is needed. The basics of EAs are presented in Chapter 4. It should be
noted that although EAs are inherently robust, selection of algorithm parameters may have significant effect on the algorithm’s performance. However, there is little theory that suggests optimal parameters before the algorithm is run. Most of the parameters are selected on the basis of relevant experience and trial and error method. Nevertheless, since the algorithm is used for creative work only at the design stage, its performance is rather of secondary importance as long as the calculations take a sensible amount of time. The major requirements to automatic design methods are quality of the result and exploration abilities. By exploration is understood the scope of possible designs that the algorithm can comprehend. When EAs are used for design purposes, it is common to sacrifice quick convergence in favour of better exploration of the search space.

Although the basic framework of an EA is quite simple (see Section 4.1), there are three key elements that must be prepared before the algorithm can work. They are:

- representation of phenotype (control laws in our case) suitable for genetic operations (genome encoding);
- simulation environment, which enables to implement the control laws within the closed loop system;
- fitness evaluation function, which assesses the performance of given control laws.

These elements, as well as the whole algorithm outline, are addressed in the following sections. In the next chapter, the algorithm is applied to the UAV control problems.

5.3.1 Discussion

Earlier in this chapter, some of the most popular control techniques have been considered. It was stated that a great majority of classic control methods are essentially PID controllers (Section 5.1.1.2), often, however, with elaborated dynamic manipulation of the feedback coefficients and/or state estimation. In other words, general structure of such controllers, with the control signal being proportional to the measured (or estimated) error and, possibly, its derivative and integral, is similar, and the main effort is directed to the optimal choice of gains and optimal state estimation.

A distinction can be made between static and dynamic controllers. Simple proportional control such as \( u(t) = K y(t) \) is static: at any instant, its output depends only on the current input. It has no state as such and no way to ‘memorise’ the past of the inputs. In contrast, full PID controller (5.7) is dynamic: its output is a function not only of the input, but also of the integrator state. In general, dynamic controllers can be expressed using two functions, one that describes the relationship between the state and the input (5.3), and another establishing the relationship between the output and both the state and the input (5.4). The linear optimal
control techniques (Section 5.1.1.3) employ linear dynamic controllers in the state-space form such as (5.9) (or its discrete variant).

A dynamic controller can be considered as a filter which filters its input so that a desired control output is obtained. On the contrary, static controller simply amplifies the input signals together with their noise content. Nevertheless, even simple linear static controllers can be successfully used for aircraft control in some cases. For example, roll stabilisation is often implemented as

$$\delta_a = K_1(\gamma_{\text{def}} - \gamma) + K_2\omega_x$$  \hspace{1cm} (5.55)

where $\delta_a$ is the ailerons deflection, $\gamma$ and $\gamma_{\text{def}}$ are the current and desired roll angles, $\omega_x$ is the roll rate, and $K_1$ and $K_2$ are respective gain coefficients. The aircraft itself ‘integrates’ the ailerons deflection to produce current angle $\gamma$.

However, where more complex aircraft behaviour exist and/or when specific requirements to the control are set, dynamic control must be used. In particular, this is important when input measurements are considerably affected by noise. For this reason, representation of the control laws used for UAV control should allow evolution of dynamic controllers. Static control, if desired, can always be realised by setting the state equation to zero or removing state variables from the output function.

Whilst the structure of linear controllers is generally similar, nonlinear control offers great range of possible structures. The number of nonlinear structures is virtually unbounded, even considering a narrow class of them, and optimal choice of the structure is no less important and no less difficult than optimal selection of its parameters. Therefore, the ED algorithm should evolve structures as well as the numeric parameters. Moreover, as the parameters are closely related to the structure, both evolutions must proceed simultaneously. The example (5.55) shows a possible structure which linearly links three inputs with one output. $K_1$ and $K_2$ are the parameters of the structure, they are specific for this particular structure and have no meaning without it.

Parallel evolution of both the structure and the parameters of a controller can be implemented in a variety of ways. One of the few successfully employed variants is the block structure controller evolution by Koza et al [122, 124]. In this approach, the controller is assembled from a set of predefined basic blocks such as gain, integrator, lead, lag, etc. The algorithm evolves the topology of the system by applying random interconnection between the blocks, by introducing new blocks and deleting existing blocks. Direct structure altering operations are used sparingly (with the probability of the order of 1–5%), while the major source of structure variations is performed in a typical for genetic programming (GP) way, using two-parent sub-tree crossover (see Section 4.5.3.1). The parameters of each block (e.g. coeffi-
coefficients for gains, time constants for lags, etc.) are supplied as additional input(s) to the blocks and thus can be driven by regular branches of the program tree, including simple numerical constants (terminals). Numerical constants as such are not evolved, they are created at random for the initial population (and also in the scarcely applied mutation operations). Instead, the algorithm modifies the sub-trees during crossover and mutation, so that in the course of evolution the sub-trees are evaluated into the desired parameter values.

Although this method, in a sense, is quite straightforward and very general, a high price must be paid for the flexibility and convenience of the block structure controller evolution. Like any crossover-driven mechanism, the algorithm critically relies on diversity of the population, which leads to employment of very large populations. In the work [122], the algorithm has been applied to a simple SISO linear control problem. Even though it showed quick convergence (in terms of generations, whose number totalled only 32), the population size was as large as 66,000, which led to expenditure of more than $5 \times 10^{15}$ computer cycles, consuming 44.5 hours on a cluster of 66 DEC Alpha computers. Fitness evaluation of each individual was carried out on the basis of 10 simulation runs and included both time domain and frequency domain analysis.

In the current work, both the control problem and the controlled system is much more sophisticated. Not only it represents a real-world MIMO problem with all associated disturbances and multitude of environmental factors, but also the computer implementation is computationally more expensive. Even in basic configuration, a single simulation run may take 1 to 5 seconds (on a 2 GHz PC), which is approximately 20 times as expensive in terms of computer cycles as in [122]. Therefore, a different approach must be found, although, possibly, at the price of generality and self-sufficiency of the algorithm.

The first consideration that may help to save computational resources is fixing the numerical parameters. Instead of evaluating them in a costly sub-tree parsing process, the constants may be defined directly as real numbers. However, by doing that, the means of parameters evolution are lost. This is hardly a problem, because numerical optimisation can be reintroduced as a separate evolutionary process. Numerical optimisation in EAs is a well established practice and should pose even less problems than the GP-like evolution.

However, separate handling of numerical constants does not solve the main problem: large population size. Moreover, numerical evolution usually requires moderate population sizes but sufficiently large number of generations. For simultaneous numerical and structural evolution, a completely different approach is needed.

The ED algorithm enables to evolve suitable control laws within a reasonable time by utilising gradual evolution with the principle of strong casualty. This means that structure alterations are performed so that the information gained so far in the structure of the control law
is preserved. Addition of a new block, though being random, does not cause disruption to the structure. Instead, it adds a new dimension and new potential which may evolve later during numerical optimisation. The principle of strong casualty is often regarded as an important property for the success of continuous evolution [188].

This process can be illustrated in the following scheme. Suppose an approximation of a given flat shape is required. Approximation is made by a series of straight line segments, defined by the coordinates of \( N \) vertices (Fig. 5.14). A price is paid for every segment, and at start it is unclear how many segments is needed for a given accuracy requirement. Moreover, even for unlimited number of segments, introducing many segments right from the beginning is problematic because too many parameters must be optimised simultaneously. At best, it will lead to high computational demands, and in the worst case to a non-convergent search (remember that the algorithm does not ‘know’ the target shape and cannot place the points in accordance with it; it can only try a random location and obtain a measure of the resulting approximation from the fitness evaluation function).

Gradual evolution starts from a reasonable minimum number of points, say 3 or 4. Their location is optimised until a satisfactory intermediate solution is found. Then, another vertex may be introduced. However, if it is placed at a random location on the plane irrespective of the locations of the other vertices, the resultant polygon will nearly always deliver an inferior solution. It will either be perished in favour of former simpler solutions or if considered as a seed for further optimisations, require the optimisation to start all over again. For this reason, the new vertex should be placed initially on an existing segment (as in Fig. 5.14). This will not produce any immediate improvement and may even deteriorate the result slightly because more segments are used for the same approximation. However, further numerical optimisation should fairly quickly arrive at a better solution. Note that all points, including the ‘older’ ones, participate in further optimisation: their new optimal locations may be different. Nevertheless, the way of their evolution does not change dramatically because the newly added vertex have not disrupted the value of their present locations. After several steps of numerical optimisation, another vertex may be added, and the process continues until a satisfactory solution is found.

![Fig. 5.14 Neutral structure alteration](image-url)
Since the addition of new points is carried out as a separate dedicated operation (unlike sporadic structure alterations in the sub-tree crossover), it is termed *structure mutation*. Furthermore, structure mutation performed in a way described above is known as *neutral structure mutation*. The usefulness of neutral mutations has been demonstrated for the evolution of digital circuits [217] and aerodynamic shapes [159]. In the latter work, aerofoil of turbine stator blades is optimised involving shape optimisation process similar to that in the example above (using spline curves instead of straight lines).

There are several implications of this evolution scheme that should be taken into account. First, any existing point (or, in general, structure element), once introduced, cannot be deleted without disrupting the shape. Even though in some special cases simplification may be possible (for example, when two adjacent segments form a straight line), existing elements are usually not removed. This leads to ever-growing complexity of the solutions. However, similar (and perhaps even more pronounced) behaviour is observed in GP-like structure evolution as well (see Section 4.5.5).

Second, it is not necessary to wait until the existing intermediate structure is fully optimised before performing a new structure mutation. It is likely that the optimal parameters of the new structure will be different; even if not, numerical optimisation of these parameters will continue after structure mutation. Only at the last stage it may be worth waiting the full (or nearly full) optimisation of the final structure. As a rule, structure mutations are introduced with a relatively small probability during the course of parameters evolution. Alternatively, structure mutations are performed periodically once in a few generations to all or most of the members. Also, since the complexity and dimensionality of the structures in the population constantly grows during the evolution, it takes longer to optimise the growing number of parameters. For this reason, the number of structure mutations per generation should decrease. Conversely, at the initial stages, when only minimalistic designs are present, the population may be injected with more structure mutations.

As a result, the ED algorithm basically represents a numerical EA with the inclusion of structure mutations mechanism. The representation of the control laws, described in the following section, enables independent optimisation of the numerical parameters as well as the means for neutral structure mutations.

Of the variety of numerical EAs, outlined in Chapter 4, Evolutionary Strategies (ES) are chosen as a base for the ED algorithm. This type of EAs is optimised for real-value numerical evolution and allows use of relatively small population sizes. Unlike GP and common Genetic Algorithms (GAs), ES are mutation driven. This is convenient because the individuals in a ED population may represent very different structures which are incompatible with
each other in terms of their parameters, making any crossover operation within these parameters meaningless. The algorithm is described in greater detail in Section 5.3.5 below.

### 5.3.2 Representation of the control laws

Instead of building the control system from basic dynamic blocks as in the block structure controller paradigm [122], the controller is built from a combination of static functions and input signals, which are organised as a dynamic structure. This is done by constructing, in a similar manner, a number of state equations (5.3) and output equations (5.4). Considering the number input signals (more than 10 in some cases), this approach is believed to be more effective, especially if the general structure of the equations is chosen so that it always produces valid expressions suitable for control equations.

Since flight control is largely a continuous process, continuous representation of the state equations (5.3) is preferred over the discrete form \( x_{n+1} = g(x_n, y_n) \). In addition, it gives independence of the sample rate used in the controller. This is convenient because the requirement to the bandwidth of the controller may be uncertain. Taking a safely small time step may be inappropriate for the computationally intensive ED because this has a significant impact on the computational demands (see Section 5.3.3). For this reason, maximally large time step (low sample rate) should be used during the evolution, while a smaller time step may be accepted for finer control during testing and validation.

The controller being evolved has \( m \) inputs, \( r \) outputs and \( n \) states. The number of inputs and outputs is fixed (although not all inputs may be used in a particular design). The algorithm allows varying number of states; however, in this work, the number of states is also fixed during the evolution. Again, some of the state equations may be left unused by some controllers. As a result, the controller comprises of \( n \) state equations and \( r \) output equations:

\[
\begin{align*}
\dot{x}_1 &= g_1(x, u) \\
\dot{x}_2 &= g_2(x, u) \\
\vdots &= \vdots \\
\dot{x}_r &= g_r(x, u) \\
y_1 &= f_1(x, u) \\
y_2 &= f_2(x, u) \\
\vdots &= \vdots \\
y_r &= f_r(x, u)
\end{align*}
\]

where \( u \) is size \( m \) vector of input signals, \( x = [x_1, x_2, \ldots, x_n] \) is size \( n \) vector of state variables, \( y_1, \ldots, y_r \) are controller outputs (for convenience, the input and output variables are named as it is accepted for regular dynamic systems (as opposed to (5.3) and (5.4)), even though controller
outputs represent the inputs for the UAV). Initial value of all state variables is zero. All \( n+r \) equations are built on the same principle and are evolved simultaneously. For structure mutations, a random equation is selected from this pool and mutated.

In addition, each output is passed through a simple first order low-pass filter. This is done to filter out the noise caused by presence of (possible noisy) input signals directly in the output equations (5.57). The bandwidth \( \omega \) of this filter is optimised within the algorithm along with other numerical parameters. Therefore, the structure of each output becomes as shown in Fig. 5.15.

5.3.2.1 Representation of input signals

Input signals delivered to each particular controller may represent directly measured signals as well as the quantities derived from them, as discussed in Sections 5.2.1.2 and 5.2.2. To speed up the calculations involved, all inputs are calculated once at each time step and put in a common bank, where they are accessed by all controllers as needed. The inputs are grouped into several groups for easier access by different controllers. Each controller may have access to one or several groups, which is configured separately for each controller. For example, autothrottle controller may have access to the group of longitudinal flight parameters, but be restricted from using positional information, which is irrelevant for this controller. Excluding irrelevant inputs improves the evolution and makes the control laws more comprehensible.

Within each group, inputs are organised in the subgroups of ‘compatible’ parameters. Compatible parameters are those which have close relationship with each other, have the same dimensions and similarly scaled. The examples of compatible parameters are the pairs \((n_x, n_{xg}), (\omega_x, \psi), (V_a, V_{CL})\). As a rule, only one of the compatible parameters is needed in a given control law. For this reason, the probability of selection of such parameters for the structure mutation is reduced by grouping them in the subgroups. Each subgroup receives equal chances to be selected. If the selected subgroup consists of more than one input, a single input is then selected with uniform probability. Therefore, the inputs in a subgroup share the selection probability of the whole group.

For example, consider the group
\[
\{(n_x, n_{xg}) \theta \}
\]

This group consists of two subgroups. If this is the only group available to a particular controller, the structure mutation procedure will select either subgroup with 50% probability. Subsequently, if the first subgroup is chosen, one of its members will be selected. Altogether, \(\theta\) receives 50% chances to be selected, while both \(n_x\) and \(n_{xg}\) receive 25% each.

Therefore, every controller input may be represented by a unique code consisting of three indices: the number of group \(a\), the number of subgroup \(b\) and the number of item in the subgroup \(c\). The code is designated as \(u(a, b, c)\). In the example above, \(\theta\) has the code \(u(1, 2, 1)\) (considering the group as \#1), while \(n_{xg}\) is represented by \(u(1, 1, 2)\). When the equation parsing procedure encounters an input code, it obtains the current value of the respective signal from the bank of inputs, accessing it using the given indices.

In addition, any input (together with its coefficient, see Section 5.3.2.2 below) can be raised into any power from the list \([-2; -1; -0.5; 0.5; 2]\). This effectively implements the operations of inversion and square root. The exponent is chosen together with the input with a relatively small probability of about 6% each, the rest being occupied by the exponent 1. If the chosen exponent is not unity, it is included in the input code as the fourth parameter, e.g. \(u(1, 2, 1, -0.5)\). Handling of this operation is more thoroughly described in the following section.

State variables are handled in a similar manner. They belong to a ‘dummy’ group \#0, and the second index represents the number of the state variable. The third index is unused. For example, the code \(u(0, 2, 0)\) represents the second state variable of the controller. All state variables are treated as independent subgroups and thus share the probability of being selected for the structure mutation with the inputs.

### 5.3.2.2 Representation of control equations and the structure mutation

Each of the control equations (5.56) and (5.57) is encoded in a similar manner. To this end, only one single output equation of the form \(y = f(u)\) will be considered in this section. State variables \(x\) are considered as special inputs and have no effect on the encoding.

The control equations representation allows to evolve a relatively narrow class of nonlinear equations, described below. Nevertheless, their structure is deemed to be adequate for typical control problems. This is done to speed up the search, which could otherwise be hampered by the multitude of possible operations. It proved to be more effective to include all meaningful quantities derived from source measurements as independent inputs (grouping
them as described in Section 5.3.2.1 above, see also discussion in Section 5.2.1.2.1) than to implement all the functions and operations which potentially allow to emerge all necessary quantities automatically in the course of evolution. The latter approach would require an extremely large number of structure mutations, which is possible only in a GP-like evolution with all associated computational requirements.

Another consideration is also performance related, but in a more technical sense. Each equation is calculated a few times at each time step during simulation, i.e. thousands of times per one fitness evaluation. Thus the encoding should be maximally compact and simple to allow quick parsing.

Finally, the encoding should allow a simple way to insert a new parameter in any place of the equation without disrupting its validity and in a way that this insertion initially does not affect the result, thus allowing neutral structure mutations.

Conceptually, the equation is a sum of input signals (also referred in this section as variables as it is accepted in mathematical expressions), in which:

- every input is multiplied by a numeric coefficient or another similarly constructed expression;
- the product of the input and its coefficient (whether numeric or expression) is raised to the power assigned to the input. In order to avoid singularities and bias to the positive values, the absolute value of the product is raised to the power, and the sign of the product is preserved in the result. In addition, to avoid singularity with negative powers, the absolute value of the product is limited on the lower bound by an arbitrary small constant 0.0001 (only for negative powers). These rules ensure the closure property of the operation, outlined in Section 4.5.3.1.
- a free (absolute) term is present.

The simplest possible expression is a constant:

$$y = k_0.$$  

A linear combination of inputs plus a free term is also a valid expression:

$$y = k_2 u_2 + k_1 u_1 + k_0.$$  

Any numeric constant can be replaced with another expression. An example of a full featured equation is

$$y = ((k_4 u_4 + k_3 u_3)^{-0.5} + k_2 u_2 + (k_1 u_1)^2 + k_0.$$  

(5.58)

The notation $\uparrow^n$ is used instead of power because the power operation is performed according to the special scheme specified above. For example, the $(k_1 u_1)^2$ term could be written as $\text{sign}(k_1 u_1)(k_1 u_1)^2$.  
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It can be seen that a product of two (or more) variables can be introduced (as $u_4u_3$ in the above example). The operations of multiplication and addition are used in a consistent manner and thus can be encoded implicitly. Subtraction can be carried out by assigning negative values to the numeric coefficients, and division—by assigning a negative power.

The equation can be encoded directly as a tree-like expression, similarly to the genome representation used in GP. However, although MATLAB offers an effective way of representing hierarchical and recursive data (cell arrays), lack of passing the function parameters by reference makes it inconvenient to update such data structures in a recursive function. To this end, a linear representation is developed. Another consideration taken into account is convenience of updating the numerical coefficients externally using the ES algorithm without parsing the expression. For this reason, the coefficients (and their respective strategy parameters) are kept in a separate array, and the expression contains only references (indices) to them.

The actual linear representation is as follows. The expression represents a linear (1D) cell array which may contain either input codes or indices of the numeric coefficients. It comes with two numeric vectors of equal length: the object parameters vector and the strategy parameters vector. The first vector contains the numeric coefficients for the expression, while the second vector contains their respective individual strategy parameters. (The purpose of strategy parameters is explained in Section 4.4.1.1). The expression is parsed according to the following algorithm:

---

1. When parameter is passed to a function by reference (as opposed to passing by value), only address of the parameter in memory (the pointer) is actually supplied. Thus, any modification of the passed parameter will be reflected in the caller’s function. The call $F(x)$ when $x$ is passed by reference is equivalent to the assignment $x = F(x)$ when $x$ is passed by value. Most programming languages allow the choice of either method.
1. Initialise the index pointer to the index of the first element.
2. Initialise result to 0.
3. Until the end of the expression is encountered, obtain the current item value in the following procedure:
   3.1. Pick up the current item and adjust the pointer to the next item.
   3.2. If the item is a number, interpret it as an index and pick up the respective value from the object parameters vector.
   3.3. Otherwise, if the item is an input code,
      3.3.1 Evaluate it by accessing the bank of input values.
      3.3.2 Pick up the next item and evaluate it (which involves a recursive run of the same procedure from step 3.1).
      3.3.3 Multiply the result to the input value.
      3.3.4 If the input is assigned with a non-unity exponent, raise the product to the specified power according to the scheme described above.
      3.3.5 Again evaluate the next item the same recursive way and add it to the intermediate result.
4. Add the obtained value to the result.
5. Continue the loop from step 3.

This algorithm can be illustrated by encoding the example (5.58). The respective internal representation of this expression is (for clarity, the input codes are assigned with one index instead of three, so that the code of the input \( u_i \) is \( u(i) \)):

\[
y = ((k_4 u_4 + k_3 u_3)^{-0.5} + k_2 u_2 + (k_1 u_1)^2 + k_0
\]

Equation:

Expression:

\[
\{ \ u(3, -0.5) \ u(4) \ 1 \ u(2) \ 3 \ u(1, 2) \ 4 \ 5 \ 
\]

Object parameters:

\[
[ \ k_4 \ k_3 \ k_2 \ k_1 \ k_0 \ ]
\]

Strategy parameters:

\[
[ \ s_4 \ s_3 \ s_2 \ s_1 \ s_0 \ ]
\]

This syntax somewhat resembles Polish notation with implicit ‘+’ and ‘*’ operators before each variable. An equivalent expression in LISP language would be

\[
(+ (^ (* \ u(3) (+ (* \ u(4) k_4) k_3)) -0.5) (* \ u(2) k_2) (^ (* \ u(1) k_1) 2) k_0)
\]

(note that it employs variadity of LISP’s arithmetic operations, i.e. ability to take any number of arguments. The first ‘+’ sums up all four terms of the original expression).
The rule 3.3.5 ensures presence of a free term in any sub-expression, such as $k_3$ and $k_0$ in the example above. In any correctly built expression, an input code is always followed by at least two items. The free term is important for neutral structure mutations, and the mutation procedure always preserves validity of the expression.

Structure mutations are carried out by replacing any numeric constant $k_i$ with a sub-expression $(k_j u_j + k_i)$, where $u_j$ is a randomly chosen input and $k_j$ is its coefficient. For neutral mutations, the initial value of this coefficient is zero. However, if the input is assigned with a negative exponent $n$ (which is chosen when the input is selected, see Section 5.3.2.1), the sub-expression becomes $((k_j u_j)^n + k_i)$, and the initial value of $k_j$ should be set to an appropriately large constant (e.g. $10^6$) instead.

This operation can be performed very simply with the encoding described above. The new items, $u_j$ and $k_j$, should be inserted (in that order) before a randomly chosen numeric coefficient. For example, consider the following evolution:

$$k_0 \rightarrow k_1 u_1 + k_0 \rightarrow (k_2 u_2 + k_1)u_1 + k_0.$$ 

It corresponds to the following evolution of the genotype:

- **Expression:** \{ 1 \} $\rightarrow$ \{ u (1) 2 1 \} $\rightarrow$ \{ u (1) u (2) 3 2 1 \}
- **Object parameters:** [ $k_0$ ] $\rightarrow$ [ $k_0$ $k_1$ ] $\rightarrow$ [ $k_0$ $k_1$ $k_2$ ]
- **Strategy parameters:** [ $s_0$ ] $\rightarrow$ [ $s_0$ $s_1$ ] $\rightarrow$ [ $s_0$ $s_1$ $s_2$ ]

In addition, the new items can be inserted in front of the expression or before the last item. This adds a new summand to the whole expression. This can happen automatically when the last item is randomly selected as the insertion point; however, a new summand (i.e. linear effect of the variable (raised in a specified power if applicable) on the output) is expected to be generally more useful for flight control. Therefore, the probability of adding a new summand can be increased by handling this operation separately.

The exact algorithm of structure mutation is presented below. Apart from sampling of the initial population, this is the only structure alteration procedure.

1. Select an input (or a state variable) at random as described in Section 5.3.2.1: $u(a,b,c)$.
2. Obtain the initial values of the numeric coefficient and the strategy parameter (initial step size). The initial coefficient $k$ is selected as described above, it can be either 0 or $10^6$. The initial step size $s$ is supplied together with the selected variable from a special table. It effectively defines the default scale of the variable.
3. Append the object parameters vector with the initial coefficient, and the strategy parameters vector with the initial step size. Obtain the index \( n \) of the newly added values (it will be the same for both vectors and equals to the length of either vector).

4. Form a sub-expression consisting of the selected variable code and the obtained index: \( \{ \text{u(a,b,c)} n \} \).

5. With 40% probability, set the insertion point (locus) to 1; otherwise, select a numeric value in the expression at random with equal probability among all numeric values present and set the locus to the index of this value.

6. Insert the sub-expression into the original expression at the chosen locus (before the item pointed).

This procedure may produce redundant expressions when the selected variable already exists at the same level, e.g. \( y = k_2 u_1 + k_1 u_1 + k_0 \). This is undesirable because it unnecessarily increases dimensionality of the problem (two coefficients \( k_2 \) and \( k_1 \) must be optimised instead of one for the same effect). Unfortunately, this condition cannot be reliably detected by simple inspection of the expression. For this reason, an algebraic simplification procedure has been implemented. It parses given expression, recursively collects the factors of each variable encountered and then rebuilds the expression. Rebuilding, however, is unnecessary if only checking for redundancy is needed. If after a structure mutation, simplification was successful, that is, returned a shorter expression, then the structure mutation was redundant. In this case, structure mutation is repeated.

In some cases, the free term of the whole expression may be disregarded. This is done, in particular, for all state equations (5.56), because integrating a non-zero constant can only lead to a growing state. Nevertheless, the free term is preserved in the expression for syntactic validity. If needed, it is subtracted from the result of full expression evaluation. Evolution of an additional parameter which has no effect on the phenotype draws virtually no extra resources. However, it can be used for other purposes, for example, as the bandwidth of the respective filter (Fig. 5.15).

### 5.3.3 Simulation environment

Fitness evaluation of the controllers is based on the outcome of one or more simulation runs of the models involved with the controller being assessed in the loop. Correct simulation set-up is vitally important for the success and performance of evolution.

Simulation environment for this study is constructed in the MATLAB/Simulink software. All the models described in Chapter 3 are implemented as Simulink library blocks and
can be arranged to form a required scenario. The whole model is formed by creating interconnections between inputs and outputs of the model blocks involved. The models participating in the evolution include:

- The *Ariel* UAV model (Section 3.1), which also includes separate
  - Actuators model;
  - Sensors model.
- The atmospheric model (Section 3.2), which includes:
  - Standard atmosphere model;
  - Steady wind model;
  - Von Kármán turbulence model;
  - Gust model.
- The ship model (Section 3.3);
- The static cable model (Section 3.5.4);
- Controllers, which may be different according to the current task.

Since the bow location of the recovery boom, which is used for guidance law evolution, is typically not affected by ship airwake, and also due to the fact that ship airwake does not represent a significant difference for the flight controller as compared to regular turbulence, the ship airwake model is excluded. This also helps to reduce computational demands, which is critically important at the evolution stage. At the testing stage, however, this model is included.

The top-level Simulink diagram for the guidance task is presented in Fig. 5.16. The model records all necessary data to workspace for further analysis.

Initialisation of the model is specific for each task (flight or guidance controller evolu-
tion). However, several common settings (mostly performance related) should be accentuated. First is the sample time (or sample rate) of integration. It has nearly proportional impact on EA performance, i.e. doubling the sample rate also doubles the time for each simulation run. For this reason, the sample rate should be kept at minimum, ensuring, however, numerical stability. The fastest and thus the most demanding dynamics in the model is contained in

- sensors (both the lags and noise);
- control actuators;
- turbulence model;
- and potentially, controllers.

These components should be especially carefully examined when adjusting the sample rate. The components which use white noise generators (sensors and turbulence) require a particularly large bandwidth for accurate noise representation. It is usually recommended\(^1\) that the sample rate for noise generators should be two orders of magnitude greater than the bandwidth of the fastest dynamic element affected by noise in the system. However, this is an unacceptable requirement for the model used for evolution. In addition, mathematically accurate simulation of the effect of white noise is not the goal of the model. White noise itself is a rough approximation of the noise present in real sensors (the noise generated for turbulence model is immediately filtered by the von Kármán filters which have limited bandwidth and thus represents less of a problem). For the evolution, it should be enough to have only an acceptable level of disturbances in the signals, the more so as the exact levels of noise are not specified.

The experimentally determined minimum sample rate for the model is 100 Hz. The model is integrated using the 4th order Runge-Kutta method. Variable step solvers are useless when noise generators are present, which have a fixed (and maximally high) sample rate. For the reduced model without the fast blocks specified above, an adequate sample rate is 20 Hz. Such a model can be used for rough tests of the guidance strategy (however, it has not been employed in actual evolution).

It is important to turn off consistency checking on the Diagnostics pane of the simulation parameters in Simulink. Most of the time during simulation is spent for parsing the control equations. If consistency checking is enabled, Simulink forces the controller to evaluate the equations twice as many times as necessary, every second time with the same input. This increases simulation time by more than 90%. Bounds checking should also be disabled, although its effect is less noticeable.

\(^1\) By the MATLAB documentation in particular.
If the Simulink Performance Tools are available, the Accelerator mode should be used for simulation. In this mode, Simulink generates C code of the model and pre-compiles it. The compiled code is then run for simulation. Even though the most time consuming operation, control equations evaluation, is not accelerated (because it is written as an S-function in MATLAB language), complexity and size of the model is high, and about twofold acceleration can be achieved.

### 5.3.4 Fitness evaluation

Fitness (or *objective value*, as it is referred in other optimisation techniques) is a measure of how well a given controller suited to a defined task. Fitness evaluation is based on objectives which are individual for each controller and therefore is calculated individually. However, some objectives are common for several control tasks. For example, the measure of control usage can be calculated for any controller in a similar manner. Several objectives may be weighted and combined in one common estimate. As discussed in Section 5.2, having several specific controllers makes it easier to define their particular objectives and reduces the number of these objectives as compared to one all-purpose autopilot.

Fitness evaluation of a controller can be divided into two main stages. First is preparation of the sample task and simulation of the model with the controller in the loop. The second stage is analysis of the results obtained from the simulation and evaluation of the fitness as such. These steps are often repeated several times, making the controller perform varying tasks in order to obtain a balanced measure of its performance. The overall fitness is usually calculated as the average of objective values for each task. Only by performing multiple simulations, a robust controller can be evolved. In general, this does not need to be done on every call of the fitness evaluation function. Only one (of a few) task may be chosen (usually at random) for every particular fitness evaluation. In the course of evolution, it is likely that every controller will be eventually tested against all the tasks and conditions available. However, this approach, even though speeding up per generation evolution, introduces additional ‘disturbances’ to the process and does not benefit the evolution on the whole. In addition, any instant ‘snapshot’ of the population fitness does not reflect real performance of each controller: the current best controller may become one of the worst in the next generation. If the sample tasks are significantly different, in every generation better fitness will be received by those individuals which were ‘lucky’ to receive an easier task, and the selection process will be biased. For this reason, multi-task fitness evaluation is used in this work.

Fitness value may reflect different levels of performance achieved by the controller, including ‘hard bounds.’ For example, if the controller crashes the UAV, a high penalty score may be assigned. However, excessive penalty for failure may significantly hamper the evolu-
tion process. Failures are normal during the evolution, especially at the initial stages, and a single accidental failure should not lead to immediate expulsion of the controller. Furthermore, for the sake of evolution, a distinction should be provided between ‘total failure,’ ‘failure’ and through to ‘almost succeed.’

Hard bounds problem is especially demonstrative in the recovery guidance task. The target window is strictly determined. If the final UAV position fits into this window, the mission is completed successfully and a high fitness may be assigned. Conversely, if the position is outside the window, no matter how close to the border, the recovery attempt is unsuccessful. However, using even a moderate penalty for miss does not benefit the evolution of a capable controller. Instead, the distance from the centre of the target window should be used as the main component of the fitness. Early test evolutions which used rigid discretion between successful and unsuccessful attempts confirmed this thesis, showing scattered and unreliable convergence [114]. This is understandable, because with rigid discretion, the controllers that accidentally hit the window (due to favourable conditions, for example) may be preferred in the selection over those which show steady advance but are not yet capable enough.

Apart from the miss distance for the guidance task, other parameters of flight should be taken into account. One of them is control usage (or control effort): it is desirable to keep control usage at minimum. However, in a non-steady flight where no trim conditions may exist, zero control input\(^1\) does not generally mean zero control. In fact, zero point for control deflection is chosen arbitrary. For this reason, calculation of the control usage as the integral of the square of control input over the entire flight, as it is often used in linear control techniques, is not appropriate. For near-steady flight, however, a rough estimate of control effort may be obtained with respect to the mean value of the control input, i.e. using the variance of the control signal (taking into account that the signal is discretised):

\[
C_c(y) = \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2 = \text{var}(y)
\]  

(5.59)

where \(y\) is the control signal discretised into \(n\) samples. This estimation is useful mostly on early stages to reject unstable controllers that cause the control signal to grow infinitely. To avoid excessively high (probably infinite) penalty for such behaviour, control signals are saturated. However, to provide better distinction between average-performing controllers that may become more stable later, the saturation bounds are 10 times higher than those of control actuators.

\(^1\) ‘Input’ from the point of view of the aircraft.
A better estimation of the physical control usage as such can be obtained by analysing the movements of the control surfaces or, generally, the changes of the control signal. To analyse these changes, the signal can be differentiated using first-order differentiation:

\[
(dy)_i = \frac{y_{i+1} - y_i}{t_s}, \quad i = 1K n-1
\]  

(5.60)

Since the sample time \(t_s\) is fixed, it may be omitted from the equation and the difference may be reflected in the respective weight coefficient.

The variance of the differentiated signal can be used as a measure of control movements. However, variance will not detect unnecessary ‘trembling’ (or ‘flapping’) of the control signal, i.e. relatively high-frequency movements with small amplitude. While full frequency-domain analysis is desirable, this problem may be partially circumvented easier by moderating the estimate by the control usage estimate \(C_c\):

\[
C_f(y) = \frac{\text{var}(dy)}{C_c(y)}
\]  

(5.61)

Indeed, for large control deflections, longer high-speed motions may be allowed, and vice versa. While control deflections are penalised separately as \(C_c\), it is expected that large deflections may be needed for effective control.

Tracking abilities, if applicable, can be estimated by the weighted sum of the tracking error:

\[
C_e(z) = \frac{1}{n-1} \sum_{i=1}^{n} \left( z_i - z_i^d \right)^2
\]  

(5.62)

where \(z\) is the controlled signal and \(z_i^d\) is the desired value of the signal. Note that this estimation tends to penalise heavily any phase delay the controlled signal may have with respect to the reference signal, because phase delay results in persisting error when the reference signal constantly changes. This is expected to be rather beneficial because guidance to a moving target usually needs quick response.

The total fitness value is calculated as the weighted sum of all estimates:

\[
F = W_c C_c + W_f C_f + W_e C_e + K
\]  

(5.63)

The exact value of the weighting coefficients \(W\), as well as the number of estimates taken into account, is individual for each controller. As a rule, the weighting coefficients are chosen empirically. It should be noted that the signals are dimensionalised and thus the coefficients may vary significantly. For example, aerodynamic surfaces deflection is measured in degrees and may range from –16 to 16 (for rudder and ailerons); considering 10-fold saturation limits
noted above, the peak values may reach ±160. At the same time, throttle range is 0.01 to 1, thus the cost for its usage will be about 30 times as low (for similar control dynamics).

Crashing of the UAV must be handled separately, because the above estimates may not reflect this condition. Moreover, the crashed controller may receive a relatively high score (especially the flight controller, for which trajectory is not analysed) because the estimation will be based on a short record of the signals. For this reason, if a crash is detected, a penalty is assigned, but the flight time before crash $t_1$ is rewarded:

$$F = 120000 - 1000t_1$$

(5.64)

This approach enables the controllers to ‘learn to fly’ at the initial stages of evolution.

The fitness value obtained using the above formulas is the cost or penalty value: smaller values are better. This must be taken into account in the selection procedure.

### 5.3.5 Evolutionary Design algorithm outline

For Evolutionary Design, two algorithms based on Evolutionary Strategies have been implemented in MATLAB language. One is the extension of basic ES algorithm with individual mutative step size adaptation (ISA, Section 4.4.1.1). Another is based on Hansen and Ostermeier’s covariance matrix adaptation algorithm (CMA-ES, Section 4.4.1.2). However, since the individuals in the population in ED are not uniform and, moreover, grow in length during the evolution, application of the CMA-ES algorithm is troublesome. It had been used to evolve ‘protected’ sub-populations after structure mutations (described below), where all individuals are uniform. Nevertheless, this showed no benefits for the evolution [114]. The CMA-ES algorithm employs cumulation of the evolution path, which is effective over a longer run, whilst sub-populations are raised for maximum 20–25 generations. Therefore, only the basic algorithm has been used in the final design procedure. It is outlined in this section.

The algorithm is implemented as a function with two input arguments: population size and number of generations to run. Other, more specific parameters are initialised within the program. The algorithm provides the ability to continue an unfinished or interrupted evolution. This is commanded by supplying a special flag instead of population size. The algorithm framework is as follows.
1. Initialise all parameters. If the evolution is continued, go to step 3.
2. Create initial population.
3. Evaluate fitness of each individual.
4. Save the full state to a temporary file for emergency recovery.
5. If the required number of generations is reached, return.
6. Sort the population according to the fitness of each individual.
7. If elitism is enabled, copy the best scored individual into the new population.
8. Until the new population is filled up,
9. Select the next individual from the sorted list (starting from the elite member).
10. Every \((k_s)\)th generation, with probability \(P_s\), perform structure mutation of the selected individual.
11. Reproduce \(n\) offspring individuals from the selected (and possibly mutated) individual.
12. Put these \(n\) new individuals to the new population
13. Continue the loop from step 8.
15. Continue from step 3.

Several steps of this algorithm need further clarification.

*Initial population* is created according to the specified task. By default, it is initialised with the control laws of the form \(y = \text{const}\) with randomly chosen constants. Most of the controllers, however, are initialised with more meaningful control laws. For example, tracking controllers may be initialised with the laws \(y = k_1 \varepsilon + k_0\), where \(\varepsilon\) is the respective error signal and the coefficients \(k\) are sampled at random (taking into account default step sizes for the respective signal).

It can be seen that *selection* is performed deterministically. This is the most commonly used way in ES. As discussed in Section 4.2.3, deterministic selection is preferable for small to moderate population sizes. The populations used in this study were of moderate size, usually 24 to 49 members. Selection pressure is determined by the number of the offspring \(n\) of each individual. The smaller \(n\), the lower the selection pressure. For nearly all runs in this work \(n = 2\), which means that half of the population is selected. This is a rather mild level of selection pressure.

The parameters determining *structure mutation* occurrence, \(k_s\) and \(P_s\), both change during the evolution. As discussed previously, the number of structure mutations should decrease as the complexity of the controllers grows and more time to optimise the coefficients is required. The probability of structure mutation \(P_s\) is normally high in the beginning (0.7 to 1.0)
and then decrease exponentially to moderate levels (0.4 to 0.6) with the exponent 0.97 to the generation number. Default value of $k_s$ is set according to overall complexity of the controller being evolved. For simpler single-output controllers, as a rule, $k_s = 10$; for more complex controllers $k_s = 20$. However, in the beginning of evolution, $k_s$ is reduced by half until the generation 20 and 100 respectively (other values have also been tried in some runs).

It can be noted that the fitness of freshly mutated individuals may be lower than that of the parents, even for the neutral structure mutations. To avoid removal of these individuals in the next selection procedures, they may be protected from removal (i.e. marked for independent selection) for a certain number of generations, until the newly added potential is developed. Alternatively, they can be evolved in separate sub-populations. This approach is used in [159]. In that work, small population size with strong selection pressure is used in the main algorithm ((2,10)-ES strategy) and such protection is vital. In the current study, however, mild selection pressure and larger population sizes are employed due to great diversity of the individuals in the population. With these parameters, protection proved to be unnecessary.

*Reproduction* is performed simultaneously with mutation according to (4.17), as it is typically done in ES, with the exception that this operation is performed separately for each selected member, and the member’s individual step sizes (stored in the strategy parameters vector) are used for mutation.

*Elitism* has been employed in most of the evolutions where deterministic fitness evaluation is possible. In deterministic cases, fitness of the elite member is not re-evaluated in the next generation to save time. Elitism has a substantial effect on the growth of average complexity of the population’s members because it always participate in reproduction (apart from being propagated intact to the next generation). It produces the offspring (often highly fit ones) every generation, gradually displacing new, more complex individuals. For this reason, the number of structure mutations should be increased when elitism is employed (preferably by decreasing $k_s$ rather than by increasing $P_s$). For $n = 2$, it is advisable to use odd population sizes when elitism is employed and even sizes otherwise.

Evolution is monitored and controlled manually. The program displays the average and current best fitness during the run. The process may be terminated when the current best fitness has reached a plateau. For the elitist strategy, however, a sufficiently large number of generations should be allowed before stagnation is determined, because elitism naturally results in plateau-like convergence graph. The program also saves full history of evolution as well as the best individuals from each generation, so that the process can be easily traced. In some cases, earlier designs may be preferred if their structure is significantly simpler whilst the performance is only marginally lower.
It is important to note that initial stages of evolution are critically important for the success of the whole process. Evolution tends to fix and develop current achievements, thus the initially found successful design has high chances to dominate in the resulting solution. The designs may be different from run to run. If the evolution stagnates at early stages, it is better to restart the process, even though a successful structure may eventually be found. However, early stagnation happens quite rarely and usually indicates inappropriate number of structure mutations or insufficient default step sizes.

5.4 Concluding remarks

In this chapter, two important topics are discussed. The first is the analysis of control required for the shipboard UAV recovery method proposed in Chapter 2. Existing control and control design techniques are outlined. Current methods of guidance and control in relevant tasks, such as conventional landing and homing guidance, are considered. Based on this, general framework of the UAV control system is designed. It consists of two separate controllers: the guidance controller and the flight controller. Altogether, they comprise six control laws, synthesis of which is the objective of Evolutionary Design.

The second topic is compilation of the Evolutionary Design methodology. The core of this technique is a specially tailored evolutionary algorithm, which simultaneously evolves both the structure and the parameters of a set of control laws. The algorithm is accompanied by the descriptions of the internal control laws representation and fitness evaluation procedure. The simulation environment used for fitness evaluation of the UAV controllers is also presented. Special attention is given to minimisation of computational requirements, because ED involves thousands of simulation runs during the evolution.

In the next chapter, the ED is applied to synthesis of the actual control laws for the UAV recovery task. It is followed by testing and verification of the designed controller, which allows to validate the new design method.
Chapter 6. Controller Synthesis and Testing

In this chapter, Evolutionary Design is used to evolve controllers for the UAV shipboard recovery task. The structure of the UAV control system, as well as the Evolutionary Design approach, are detailed in Chapter 5. It is important to keep in mind that the ED algorithm is an engineering tool which is employed for creative work and may exhibit complex behaviour. Furthermore, it is an essentially stochastic technique and the results are generally not replicable, even though all resulting designs may show very similar performance from run to run. The engineer is free to choose any appropriate design which shows satisfactory performance, making the decision on the basis of the engineering task in question.

After synthesising all the controllers which constitute the control system architecture, the system is tested in maximally diverse conditions to measure its robustness and performance in order to verify and validate its design. The results are presented in this chapter.

6.1 Controller synthesis

The UAV control system is synthesised in several steps. First, the flight controller (Section 5.2.2) is produced. This requires several stages, since the flight controller is designed separately for longitudinal and lateral channels. When the flight controller is obtained, the guidance control laws are evolved.

Application of the ED algorithm to control laws evolution is fairly straightforward. First of all, the simulation model must be prepared. It provides the ‘testbed’ for fitness evaluation. The model for the guidance laws evolution is presented in Section 5.3.3. In the model for the flight control evolution, the guidance controller is replaced by synthetic test control signals which are designed for each task individually.

Apart from the model, fitness evaluation procedure, which is a multistage process, must be written. Its basic blocks are outlined in Section 5.3.4. The evaluation procedure consists of three main steps: 1) preparation of the sample task for the controller, 2) execution of the simulation model for the given sample task and 3) analysis of the obtained performance and evaluation of the fitness value. Implementing the sample tasks for each controller (the ‘lessons’ of a kind) may require some effort and even creativity. Indeed, at the early stages, when the flight controller only starts to develop, real-world objectives cannot be set forth. In particular, half-developed controller is not able to cope with the full range of disturbances. Nevertheless, the sample tasks should ‘teach’ the controller so that a fully capable design evolves. If the system and the controller were linear, they could be tested against simple step inputs. Nonlinear design, however, requires a more elaborated approach.
Another component of fitness evaluation is the cost weighting coefficients, which determine the effect of various flight parameters recorded during simulation run upon the fitness value. Since evolutionary algorithms are particularly robust at finding global optimum, precise adjustment of these coefficients is usually not necessary. As a rule, they should reflect the order of magnitude of the influence of the respective cost component. They can be relatively easy tuned by hand in one or two test runs of the algorithm. For example, if the evolved controller shows good tracking but exhibits oscillatory behaviour (too aggressive control with low damping), the cost for control activity ($C_f$) may be increased (see Section 5.3.4).

When both the model and fitness evaluation are prepared, the final evolution may be started. Typically, the algorithm is run for 100–200 generations (depending on complexity of the controller being evolved). The convergence and the resulting design is then analysed and the evolution, if necessary, is continued. The evolution may be repeated a few times to obtain the most suitable design. Since the evolution process does not tend to produce parsimonious solutions (as pointed out in Section 4.1), simpler designs are often preferred, even at the cost of slightly lower performance.

### 6.1.1 Step 1: PID autothrottle

Keeping a safe airspeed is vital for the UAV. Before the main control laws evolution can proceed, a more or less accurate airspeed hold must be ensured.

As a rule, high degree of coupling exists between airspeed and the elevator channel. Since the throttle channel is ‘slow’ due to high inertia of both the aircraft and the engine, it is usually quite useful to have ‘feedforward’ links from the elevator channel and/or flight parameters of short period longitudinal motion. For example, nose-up elevator deflection or pitch attitude may indicate (forthcoming) climb, and throttle may be adjusted beforehand. However, at this stage, elevator control is not yet developed, and the aircraft response to elevator is not thoroughly considered. Meanwhile, working autothrottle is a prerequisite for successful elevator control. For this reason, a simple PID variant of autothrottle is first evolved. At the next stage, its evolution is continued in a full form together with the elevator control law.

The PID structure of the controller may be ensured by appropriate initialisation of the initial population and by disabling structure mutations. Therefore, the algorithm works as a numerical optimisation procedure. The structure of the autothrottle control law is following:

$$
\delta_i = k_3x_i + k_4\Delta V_a + k_5V_a + k_6
$$

where $\Delta V_a = V_d - V_a$ is the airspeed error signal, $\delta_i$ is the throttle position command and $k_1…6$ are the coefficients to be optimised. Also, the low-pass output filter (Fig. 5.15) is employed.
Its bandwidth is controlled by the excluded from the state equation free term, as detailed in Section 5.3.2.2. To ensure numerical stability of the model which have fixed sample rate, this value is constrained by the range \([1; 120]\) rad/s.

Presence of the \(k_1x_1\) term in the state equation allows to evolve the integrator anti-windup mechanism implementing low-pass filtering of the error signal. This may be especially important for throttle, because it easily reaches saturation limits. It should be noted that due to presence of close saturation limits (on both throttle position and rate), overall behaviour of the system may be far from linear, even though the PID control law is linear.

Dimensionality of the problem may be reduced without compromising the PID control as such by excluding either \(k_2\) or \(k_3\) coefficient (one of them may be replaced with unity). However, trial runs indicate that this rather impairs the evolution. It appears that having a common gain for the state is beneficial.

Sample task for the PID autothrottle is designed as follows. A 30-second flight is allocated for performance measurement. Such a long flight is needed because throttle response is quite slow (see Section 3.1.2.4). Since robustness of the PID controller to discrepancies in the UAV model is not topical at this stage (it will be addressed in further evolution), and because structure of the controller is fixed so that irrelevant measurements cannot be attracted, only a single simulation run for each fitness evaluation is performed.

Simple static controllers are connected to both rudder and ailerons:

\[
\begin{align*}
\delta_r &= 10n_z + 20\omega_y \\
\delta_a &= 40\gamma + 5\omega_x + 0.4z_g
\end{align*}
\]  

(6.2)

where \(\delta_r\) is the rudder deflection, \(\delta_a\) is the ailerons deflection, \(n_z\) is the lateral load factor, \(\gamma\) is the bank angle, \(\omega_x\) and \(\omega_y\) are roll and yaw rates, and \(z_g\) is lateral position of the UAV in the inertial ground frame. These control laws provide near wing-level flight along the \(x_g\) axis (to the north) with minimum sideslip. The value \(z_g\) is not measurable by the onboard sensors, it is obtained directly from the simulation environment only for the longitudinal channel development. Without this term, the UAV (being a single-propeller aircraft) gradually deviates to the right due to static error of the control. In principle, this poses no problems, the term is included only for the convenience of flight path analysis. Low gain for \(z_g\) ensures adequate stability near the vertical plane \(z_g = 0\) while minimising roll demands. All gains in (6.2) are chosen empirically analysing test simulation flights. The disturbances in lateral motion are disabled at this stage, thus precise adjustment of these coefficients is not necessary. The most prominent disturbances come from thrust changes, which produce noticeable variations of propeller reaction and gyroscopic moments.
It should be noted that for compatibility with the original UAV model [47, 153], the aerodynamic control surfaces deflections are measured in degrees while all other angles are measured in radians. This results in seemingly large gain coefficients, although they are chosen rather small to ensure stability in all circumstances during evolution. It is also noted that the original data [153] apparently contain some errors and omissions which are propagated (again for compatibility reasons) to the current model. One of them is, apparently, excessively strong nose-up aerodynamic pitching moment $m_{z0}$. This is compensated by shifting the tailplane incidence angle by $+7$ degrees (providing additional nose-down moment). Similar correction is used in the work [47]. In addition, the recommended approach airspeed is reduced from 26 m/s to 22 m/s. At 26 m/s and flaps 40°, the UAV flies (level) at negative angles of attack with nearly maximum weight. This is not unusual in itself, but provides inadequate margin for negative stall angles while having excessive margin for positive angles. Reduced airspeed may have double effect on recovery. On the one hand, it increases cable hook sag (see Section 3.5.4), allowing greater vertical guidance error. In addition, it reduces impact speed, making capture less stressful for the airframe and more reliable. (However, as the process of capture is not modelled in this work, this is only a potential improvement). On the other hand, it reduces available load factors and slows down aerodynamic response of the aircraft (simply stated, reduces manoeuvrability) which makes guidance more difficult. It might be more beneficial for guidance to reduce flaps setting to 20° and keep the recommended approach speed. Nevertheless, the recommended flap position was retained. Varying approach speed and active flaps control may be recommended for further development of the control system.

Elevator inputs provide the main source of disturbances for training the autothrottle. A 2.5-degree nose-up step input is executed at time $t = 5$ s. It produces nearly steady climb without reaching stall angles of attack and saturation on the throttle (except for, possibly, dynamic transition moments). At $t = 14$ s, a similar nose-down elevator step is commanded, entering the UAV into glide with small descent angle. In addition, a 3 m/s tailwind gust is imposed at $t = 23$ s. Generally, manoeuvres and wind disturbances are the most prominent sources of airspeed variations, therefore they are included for autotrottle assessment.

Initial airspeed is set to 23 m/s, i.e. 1 m/s above the required airspeed. This provides an additional small scale disturbance. Initial altitude is 100 m, providing enough elevation to avoid crash for any sensible throttle control.

Also, sensors noise and turbulence are added. They provide small scale high frequency disturbances. These are especially important for correct treatment of the derivative term and adjustment of the low-pass output filter. Airspeed readings in itself are quite noisy, and the airspeed derivative, which is obtained by numeric differentiation, is even more noisy. Exclud-
ing noise characteristics may result in excessive reliance on the derivative term. Noise is applied only to the relevant measurements. A relatively mild level of turbulence corresponding to steady wind 5 m/s (see Section 3.2.2) is used along the longitudinal and normal body axes, while the lateral component is disabled. Steady wind itself is irrelevant and thus is not included.

Algorithm settings are as follows. Since the structure is fixed, large population size \( N \) is unnecessary. Population size of 25 members has been used in most runs. \( N = 13 \) showed similar results in terms of fitness evaluation demands (red line on the convergence graph in Fig. 6.1a; adjusted to the population size 25 for comparison). Fitness is evaluated deterministically because all random signals are repeatable from run to run. Elitism is enabled. Fitness is calculated with the following weighting coefficients (see Section 5.3.4):

\[
F_t = 2000C_e(V_a) + 1000C_r(\delta_t) + 2000C_i(\delta_i)
\]

(6.3)

It should be noted that the commanded signal \( \delta_t \) (which enters the actuator) is used for evaluation. In addition, as pointed out in Section 5.3.4, the saturation bounds are increased 10-fold for better evaluation, making \([-4.5; 5.5]\) for throttle. The normal bounds \([0.01; 1.0]\) are applied afterwards, within the actuator.

Convergence graphs for three independent runs of the ED algorithm are presented in Fig. 6.1a. They show the best fitness values for each generation. On average, 2000 to 2500 simulation runs is needed to achieve satisfactory performance. Because this is only an intermediate controller, full optimisation is not necessary. It will be continued in the next stage.

The best controller obtained in the experiments is the following:

![Convergence graphs for three independent runs of the ED algorithm](Image)

*Fig. 6.1 PID autothrottle current-best fitness (a) and sample response (b)*
\[\delta_i = -2.9966x_i + 85.571\Delta V_a\]
\[\Delta i = 0.012616x_i + 0.089324\Delta V_a - 0.044004\Delta \alpha + 0.23827\]
\[\omega_l = 5.5283\]  

\(\omega_l\) is the output filter bandwidth in rad/s. Sample response of this controller is illustrated in Fig. 6.1b.

### 6.1.2 Step 2: Longitudinal control

With a simple autothrottle available, elevator control may be developed. Elevator control provides tracking of the normal body load factor demand \(n^d_r\) (see section 5.2). Also, evolution of the autothrottle is continued with no restrictions on its structure.

Probably the most difficult problem in synthesis of the flight controller components is design of the sample tasks on which the controllers will be trained. In simple cases where the control law structure is known, such as that of the PID throttle evolved in the previous section, an appropriate sample task can be developed fairly easily using the experience with similar controllers. However, in general design of the sample tasks may be challenging. It is desirable that the sample task closely reflect the conditions the controller will be subject to in a real guidance task. Unfortunately, this is not possible at the early stages of multistage design process. Guidance laws are unknown when the flight controller is being designed. They can be evolved only after a capable flight controller has been produced, because the flight controller is an executive system for the guidance controller. In the meantime, a replacement pseudo-guidance task must be used for the flight controller training. However, it should be kept in mind that a too ‘artificial’ sample task can inure the controller to ‘wrong habits’ which may emerge unexpectedly in a real flight. It may be reminded that, in general, response of a nonlinear system to an arbitrary signal cannot be predicted using the response to another signal. Even though the aircraft often exhibits almost linear behaviour and its response is not unpredictable, the most general approach is attempted in this research, making as few assumptions about the system as possible (keeping in mind, nevertheless, that this is flight control as such).

As a suitable replacement of the guidance law, a simple static altitude hold is used:

\[n^d_r = 0.03(H^d - H) + \cos \theta\]  

This task is similar to glidepath control (see Section 5.1.2.1.1) when altitude error is utilised. A low gain is chosen to ensure guaranteed stability. The \(\cos \theta\) term takes into account gravity component, assuming that roll angles are small (see Section 5.2.1.1, (5.26)). However, real guidance in high sea will most likely require a more active control, especially closer to the recovery boom. For this reason, a synthetic ‘chirp’ signal \(c(t)\) is added starting from 10th sec-
ond of flight. This signal represents a sine wave which frequency increases linearly from $f_0 = 0.01 \text{ Hz}$ at $t_0 = 10 \text{ s}$ to $f_1 = 0.5 \text{ Hz}$ at $t_1 = 20 \text{ s}$. For $t < 10 \text{ s}$, $c(t) = 0$, providing ‘training’ for smooth control. Chirp signal is often used for response analysis of nonlinear systems. Altogether, the reference input signal is

$$n^d_f(t) = 0.03(H^d - H(t)) + \cos \theta(t) + 0.2c(t). \quad (6.6)$$

The preset altitude $H^d$ is 5 m above the initial altitude $H_0 = 100 \text{ m}$. This causes a small positive step input in the beginning of flight. Similarly to provisional ailerons control law (6.2), precise altitude readings are not available from the UAV sensors; they are taken directly from the UAV model state vector.

Noise is applied to all readings available for the controller. Flight time is limited to 20 s, which is close to normal final approach flight time (10–15 s), but allocates more time for better ‘training’ of slow throttle control. Other conditions are similar to those used for PID autothrottle evolution. These include lateral control (6.2), initial position and turbulence parameters.

An important consideration that must be taken into account is robustness of the controller to possible discrepancies between the model and the real system. Evolutionary design does not generally provide robust solutions if tests for robustness are not included in fitness estimation. Robust controllers can be evolved, however, by explicit variation of the model during evolution. This can be done either randomly or deterministically. Large number of model parameters makes it difficult to provide variability for all of them. Nevertheless, the most important parameters which are expected to have significant contribution to the control may be involved. For the longitudinal control, they include:

- both lift and drag;
- aerodynamic moment from elevator deflection;
- power plant characteristics, particularly thrust coefficient.

In the evolution of longitudinal control, these parameters are varied as follows. Three test flights in similar conditions are allocated. For each flight, the respective coefficients are varied deterministically by a moderate amount of 10% either up or down; one of the flights is carried out in default configuration. A relatively small variation is used because all these parameters are vital for the aircraft, and substantial downgrade of them (especially lift) may result in inability to continue flight. Indeed, reduction of lift coefficient by more than 15% proved to be fatal for the UAV in current conditions. In the work [47], which featured linear robust controller design for the same UAV model, reduction of lift coefficient by 5% resulted in unacceptable deterioration of performance. Therefore, it is not likely that these parameters will significantly differ from reality if the aircraft is ever going to fly. Nevertheless, the com-
bination of parameter variations is constructed so that it delivers a substantial change in aircraft characteristics. When lift coefficient is increased, drag coefficient is decreased, providing sufficient variation of the lift-to-drag ratio. Increased lift coefficient is also accompanied by reduction of propeller thrust coefficient (otherwise throttle saturates most of the time) and increase of pitching moment due to elevator deflection, which provides overreaction for normal acceleration as compared to default configuration. Overall fitness of the controller is calculated as an average of three fitness values obtained for each flight.

Elevator control law is initialised as follows:

\[
\delta_e = k_1x_2 + k_2\Delta n_y + k_3
\]

(6.7)

where \(\Delta n_y = n_y^d - n_y\) is the load factor error and the coefficients \(k_1, k_2, k_3\) are sampled at random for the initial population. For simplicity, first-order dynamic control law is used. However, when combined with the throttle control, both control laws may include both state variables \(x_1\) and \(x_2\), forming a tightly coupled longitudinal control.

Inclusion of the \(k_1x_2\) term in the output equation is important, even though the state equation is initially unused. Without this term, any modifications of the state equation will have no effect on the phenotype (i.e. on the control law). This leads to attraction of meaningless ‘junk code’ to the state equation. In the future, nearly any attempt of the structure mutation mechanism to include \(x_2\) to the output equation will be fatal or at least useless due to irrelevant atavistic code in the state equation.

Fitness estimation combines both throttle control fitness (6.3) and elevator control fitness. They are constructed in a similar manner with the following weighting coefficients:

\[
F_{te} = F_t + F_e = F_t + 500000C_e \left( n_y \right) + 50C_c \left( \delta_e \right) + 5000C_t \left( \delta_e \right)
\]

(6.8)

The weights put slightly more emphasis on elevator control than on throttle control, because the former is more important for guidance. Autothrottle only supplements it to provide safe flight conditions.

Relatively large population size of 49 members has been used in all runs. Initial structure mutation probability \(P_s\) was set to 1.0; final value \(P_s \to 0.6\) (see Section 5.3.5). Structure mutations happened every \((k_s = 5)\)th generation for the first 20 generations, then \(k_s = 10\) until 100th generation, then \(k_s = 20\). Satisfactory controllers were obtained after about 100 to 120 generations, which requires approximately 15000 simulation runs. The best performing controller has the following form:
\( \delta_f = \left(-252.611 \omega_z -172.0765 \alpha - 4.411\right) x_1 + 75.0613 \Delta V_a \)
\( \delta_x = -0.77101 x_2 - 228.8894 \Delta n_z \)
\( \delta_i = 0.0011588 x_1 + 1.0565 \Delta V_a - 0.69891 \delta_x + 0.24651 \)
\( \delta_e = 41.5594 \theta + \left(-140.8115 \alpha \right)^{0.5} + 0.89016 x_2 - 26.1045 \Delta n_y + 50.1835 \omega_z + 3.871 \quad (6.9) \)

\( \omega_t \) and \( \omega_e \) are the output filter bandwidth in rad/s for throttle and elevator respectively. The operation \( \uparrow^n \) is described in Section 5.3.2.2. Refer to Appendix A for other notations. Response of this controller to the sample input (in default configuration) is presented in Fig. 6.2.

### 6.1.3 Step 3: Lateral control

Lateral control consists of two channels: ailerons control and rudder control. As specified in Section 5.2.2, ailerons manage the bank angle demand \( \gamma^d \), while rudder is responsible for minimising the lateral acceleration (or load factor) \( n_z \). As a rule, for an aerodynamically stable aircraft such as the Ariel UAV, lateral control is fairly simple and is not as vital for flight as longitudinal control. For this reason, both control laws, for ailerons and rudder, are evolved simultaneously in one step.
The set-up is largely similar to that used in the previous step. The just evolved longitudinal control laws (6.9) are connected to throttle and elevator. Both ailerons and rudder control laws are initialised in a similar manner to (6.7):

\[
\begin{align*}
&\delta_a = k_{11}x_3 + k_{12}\Delta \gamma + k_{13} \\
&\delta_e = k_{21}x_4 + k_{22}n_z + k_{23}
\end{align*}
\]

(6.10)

Static altitude hold (6.5) is employed to maintain a safe altitude. Sample input signal \( \gamma^d \) is designed to obtain adequate estimation of both steady state (or nearly steady state) performance and active manoeuvring. From \( t = 0 \) until \( t = 8 \) s, a 30° roll demand is supplied. At \( t = 8 \) s, the demand changes instantly to 10° to the opposite direction, and starting from \( t = 10 \) s, chirp signal \( c(t) \) similar to that used in (6.6) is added. To avoid bias to either side, the direction of the first roll changes between runs, so that the roll commands in the first run are +30°/−10°, in the next run −30/+10° and so on. Fitness is calculated as follows:

\[
F_{ar} = F_a + F_e = 50000C_e(\gamma) + C_t(\delta_a) + 2000C_t(\delta_a) + K + 200000C_e(n_z) + 10C_e(\delta_e) + 2000C_t(\delta_e)
\]

(6.11)

In order to obtain a robust controller, relevant parameters of the UAV model are varied similarly to the previous case, but with an increased magnitude of 15%. The parameters involved are efficiency of both control surfaces (moment derivatives \( m_x^{\delta_a} \) and \( m_y^{\delta_e} \)) and rolling moment due to sideslip angle \( m_x^{\beta} \). Control efficiency is varied inversely: higher efficiency of ailerons is accompanied by lower efficiency of rudder, and vice versa. This provides more than a simply linear variation of lateral characteristics. This is further complicated by increased \( m_x^{\beta} \) for less efficient ailerons.

Algorithm settings are the same as for longitudinal control design. Fairly quick convergence (within 70–80 generations) was observed, with slow further progress. The winning solution is obtained in the following form:

\[
\begin{align*}
&\delta_a = -4.9025x_3 \\
&\delta_e = -44.57\omega_x - 39.2775x_4 + (4.6845x_4)^{1.05} + 69.3478n_z \\
&\delta_a = 12.5873x_3 - 26.7812\Delta \gamma + 8.1188\omega_x + 0.57032 \\
&\delta_e = -1.6916x_4 - 1.33n_z + 4.1764\omega_y + 21.2955\beta - 0.65184
\end{align*}
\]

Considering that the initial state is zero, state variable \( x_3 \) is always zero and not surprisingly, the ailerons are driven by simple static control law similar to (5.54). Therefore, the controller can be rewritten as
Sample response of this controller is presented in Fig. 6.3.

\[ \delta_S = -39.2775x_4 - 44.57\omega_x + \left(4.6845x_4\right)^{1/0.5} + 69.3478n_z \]

\[ \delta_a = -26.7812\Delta\gamma + 8.1188\omega_x + 0.57032 \]

\[ \delta_1 = -1.6916x_4 - 1.33n_z + 4.1764\omega_y + 21.2955\beta - 0.65184 \]

\[ \omega_a = 26.2 \]

\[ \omega_1 = 30.1 \]  

(6.12)

**6.1.4 Step 4: Stall prevention mechanism**

Active guidance control may produce high acceleration demands \( n_y^d \), which may lead to exceeding the maximum allowed angle of attack \( \alpha_{\text{max}} \) and result in stall. The easiest way to avoid this is constraining the demand by a certain value \( n_y^{d,\text{max}} \). However, this is unfavourable for several reasons. Firstly, the maximum realisable load factor depends on a number of factors (apart from \( \alpha_{\text{max}} \)), most prominently on airspeed \( V_a \) and aircraft weight \( mg \). Even with autothrottle engaged, airspeed may vary substantially due to a limited amount of control (saturation bounds and slow response) and wind disturbances. Weight, at the same time, is not directly measurable and can only be estimated. Moreover, the relationship between load factor \( n_y \) and angle of attack \( \alpha \) may vary due to uncertainties in the aerodynamic model. Therefore, it is desirable to control angle of attack directly. Secondly, when high demands \( n_y^d \) present, angle of attack should be kept to the maximum as close as possible (leaving a specified safety
margin, though). Excessive limiting, by a guaranteed safe $n_y^{d,\max}$ in particular, results in a considerable performance downgrade.

An elevator control law which, apart from tracking the load demand $n_y^{d}$, limits angle of attack in a specified range, could be evolved, in principle, in one step during longitudinal control synthesis (Section 6.1.2). However, this approach is inefficient and complicated. First, it would require to extend the control law structure with additional nonlinear operations such as limiters, triggers, relays, conditional statements and probably some others. Stall prevention may be considered as a triggered operation; as long as angle of attack is within safe limits, control quality ($n_y^{d}$ tracking) should not be affected by stall prevention mechanism. However, such extension is hardly needed for other control laws. It can significantly impede evolution with little effect on control quality. In addition, it would require considerable complication of control equations encoding and more computational resources for parsing and evaluation.

Second, fitness evaluation of the control law with stall prevention would be more complex and time consuming. The sample tasks must reflect the conditions which the controller is being designed for. Therefore, apart from simulations to assess tracking quality, separate flights are needed to assess stall prevention. Separate estimation is required because these objectives are contradictory: adequate limitation of $\alpha$ invariably results in tracking degradation and vice versa.

Finally, the UAV model used in this study (Section 3.1.2) is inadequate for correct simulation of post-stall regimes. Evolution may choose to use post-stall angles of attack if this is not deliberately penalised and the aircraft behaves more or less consistently. For correct results, entering post-stall regimes should be explicitly avoided. Sample tasks for longitudinal control evolution (Section 6.1.2) are chosen so that angle of attack does not exceed 5–7° for any sensible control, i.e. well below the stall angle. Strict penalty for exceeding $\alpha_{\text{max}}$ in order to evolve full control law with limiter in undesirable like any hard bound (see Section 5.3.4).

As a result, a separate control law which limits angle of attack is developed. The limiter should work only when dangerous angle of attack is reached, being deactivated in normal conditions. The simplest control law of this kind is a fixed positive (nose-down) elevator deflection triggered when $\alpha_{\text{max}}$ is reached. This is rather crude but effective method of stall recovery. However, it represents only an interim solution. As soon as the aircraft departed from stall angles and elevator intervention is ceased, persisting acceleration demand will again cause the aircraft to stall. Even combined with a relay, this may produce unstable oscillatory behaviour. In addition, direct intervention produces uncontrolled pitching velocity and potentially excessive elevator activity. In general, this method is useful for stall recovery but not for stall prevention. It has been used in [47] to supplement the launch controller. Meanwhile, it is expected that potentially dangerous conditions leading to stall may persist over a significant
amount of time during final approach, in particular high acceleration demands and large scale turbulence. Therefore, a stall prevention mechanism is necessary.

Stall prevention works primarily by correcting the reference signals \( n_y^d \) in this case so that safe angles of attack are maintained. In addition, extra damping of rising high pre-stall angles of attack is provided to reduce overshoot. This mechanism consists of two blocks (Fig. 6.4): the angle of attack limiter, which holds a specified angle of attack, and the switching rule, which engages the limiter when necessary.

Stall angle of attack for the Ariel UAV with flaps at 40° is approximately 10 degrees. Leaving a small margin, \( \alpha_{\text{max}} = 9^\circ \) is defined. Additional damping is provided starting from \( \alpha = 5^\circ \) and progressively increases until \( \alpha = 10^\circ \):

\[
\delta_v^{\text{corr}} = \begin{cases} 
K(\alpha)\delta, & \delta > 0 \\
0, & \delta \leq 0 
\end{cases}
\] (6.13)

where \( K(\alpha) = 0 \) for \( \alpha < 5^\circ \) and linearly increases to a maximum value \( K_{\text{max}} \) at \( \alpha \geq 10^\circ \). Damping is independent of the switching rule. \( K_{\text{max}} \) is optimised together with the evolution of the angle of attack limiter control law.

The control law is evolved in a similar manner to other laws described above. Low-pass output filtering is not used, because the output signal is eventually passed through the elevator’s filter (Fig. 6.4). The objective of the control law is to maintain \( \alpha = \alpha_{\text{max}} \) by correcting \( n_y^d \) as long as this demand is greater than required for safe flight. Also, free term is disregarded in both state and output equations.

Engaging and disengaging of the limiter is carried out by the following switching rule. The limiter is engaged immediately as the angle of attack reaches \( \alpha_{\text{max}} \). At this moment, the current value of \( n_y^d \) is ‘frozen’ and further corrections are made with respect to this ‘frozen’ value \( n_y^{d,0} \). This is done in order not to be disturbed by the changes of the \( n_y^d \) signal. As long as \( n_y^d \) is greater than the possible maximum, its value is irrelevant.

Switching the limiter off is more sophisticated. Momentary reduction of angle of attack below \( \alpha_{\text{max}} \) is not a reliable sign of stall recovery; this may be due to dynamic oscillatory transition process. Therefore, the limiter is disengaged when the following condition is satisfied:
\[ \alpha < 10^\circ \]

AND \[ n_y^d < n_y^{d,\text{corr}} \].

In other words, the limiter switches off when the input demand falls below the corrected demand, but only if the angle of attack is already small enough. At higher angles of attack, small corrected demands \( n_y^{d,\text{corr}} \) are allowed, because this may be needed to achieve better dynamics of the transition. A small 1° allowance (compared to the switch-on bound \( \alpha_{\text{max}} = 9^\circ \)) is given to prevent locking on high angles of attack in the case when \( \alpha \) is kept by the limiter slightly higher than required (due to static error, for example). When the limiter is disengaged, it passes the load demand through: \( n_y^{d,\text{corr}} = n_y^d \).

Two sample scenarios are employed to evolve the limiter control law. One involves quick ‘jump’ to high angles of attack by issuing a large step-like load demand. Another uses a slowly rising ramp signal so that the maximum angle of attack is reached within approximately 3 seconds. In order not to produce extreme climb angles, initial attitude is set to 10° nose down, and after 2 seconds, 45° roll is commanded. This results in almost level flight with throttle in the middle of its range.

Fitness is calculated similarly to all tracking controllers with respect to the command \( \alpha = \alpha_{\text{max}} \). Two exceptions are made, however. First, overshoot is penalised twice as heavily as undershoot, because exceeding the maximum angle of attack is considered to be hazardous:

\[
\Delta \alpha_i = \alpha_i - \alpha_{\text{max}} \quad i = 1K n
\]

\[
a_i = \begin{cases} 
\Delta \alpha_i, & \Delta \alpha_i < 0 \\
2 \Delta \alpha_i, & \Delta \alpha_i \geq 0 
\end{cases}
\]

\[
C_a = \frac{1}{n-1} \sum_{i=1}^{n} a_i^2
\]

(6.14)

Second, since the limiter has no direct control on elevator, the amount of longitudinal oscillations is taken into account as the variance of pitch rate. Altogether, the fitness value is calculated as

\[
F_a = 10^6 C_a + 0.1 C_e (\delta_e) + 1000 C_e (\omega_e) + 1000 C_e (\dot{\delta}_e)
\]

(6.15)

This estimation puts more emphasis on tracking than on control usage (as compared to main elevator control law, see (6.8)), because the limiter operates in near-stall regime and quick response is necessary, even at the cost of large control activity.

Algorithm settings and initialisations are similar to the case of longitudinal control evolution (Section 6.1.2), except that smaller population of 24 or 25 members is used because only one control law is evolved. Both elitist and non-elitist strategies have been tried with largely similar results. Quick convergence, within 40–50 generations, was observed in all cases, with slow further progress. Examples of current-best convergence are presented in Fig.
6.5a. It has been noted that non-elitist strategy tends to produce more complex solutions with marginally better performance. A simpler solution obtained in elitist strategy has been selected:

$$a = (93.01 \alpha_c - 15.0798)(\alpha - \alpha_{\text{max}})$$

$$n_y^{d,\text{corr}} = n_y^{d_0} - \Delta n_y^{d} = n_y^{d_0} - 0.63208 x_5 - 25.246(\alpha - \alpha_{\text{max}})$$

$$K_{\text{max}} = 60$$

The parameters $K_{\text{max}}$ and $n_y^{d_0}$ are detailed above. Sample responses of this controller are presented in Fig. 6.5b. Quite large overshoot for step input can be explained by inadequate elevator efficiency for positive deflection (nose-down moment), probably due to excessive aircraft nose-up moment, as explained in Section 6.1.1. By the moment the angle of attack reaches $\alpha_{\text{max}}$, elevator is already deflected fully down. The following two or three periods of oscillations are caused by alternate switching between the control laws.

### 6.1.5 Step 5: Guidance

At this point, flight controller synthesis is completed and guidance laws can be evolved. As discussed in Section 5.2.1, guidance controller comprises two control laws, for the vertical and horizontal load factor demands, $n_y^{d \text{ and k}}$ and $n_z^{d \text{ and k}}$ respectively. This is equivalent to acceleration demands

$$a_y^{d \text{ and k}} = g \ n_y^{d \text{ and k}}; \quad a_z^{d \text{ and k}} = g \ n_z^{d \text{ and k}}$$

These demands are passed through the kinematic converter to form the flight controller inputs $n_y^{d}$ and $\gamma^{d}$.

It is expected that despite a substantial difference between the longitudinal and lateral dynamics of the aircraft, basic principles of guidance in vertical and horizontal planes should
be largely similar. Although operational limitations of the UAV may have significant effect on guidance, the dynamics of target motion is usually the most contributing factor. Motion of the recovery boom is considered in Section 3.4.1. It can be seen that while amplitudes of longitudinal and lateral oscillations are sufficiently different in some cases, their dynamics is similar, and even the smallest amplitude (at sea state 6) is greater than the allowed guidance error. For this reason, both guidance laws are evolved simultaneously in one step.

In a sense, evolution of guidance laws is easier prepared than that of the flight controller. This is the final objective with clearly defined goals and there is no need to prepare ‘synthetic’ sample tasks. The evolution can be carried out in the most comprehensive environment with ‘real’ (though simulated) recovery tasks. However, as noted in Section 5.3.3, several simplifications are made in order to reduce computational demands and speed up the evolution. These include replacement of the full cable model with the static model (see Section 3.5.4), absence of ship airwake model and reduction of the integration sample rate to a minimum which ensures numerical stability of integration but may be insufficient for correct simulation of noise. In addition, only one boom position is considered (Section 3.4.1).

It is important to note that when the controller is evolved in a stochastic environment with many random factors, the evolution progress becomes highly stochastic as well. Since EAs are stochastic in itself, there may seem little difference here. However, several implications should be taken into account. First, every fitness value carries less information about the individual’s performance than it does in deterministic cases. Therefore, current best fitness in a generation is not a reliable indicator of the best solution. Every generation may contain a number of solutions which received good score only by chance. Only the solution which show sustained progress across generations may be considered good. However, since the solutions change from generation to generation, it is not always possible to track the solution’s history back. Testing on a sufficient number of randomly chosen conditions is required to select the winning solution. This also applies to the selection procedure in the EA. It is desirable to obtain the fitness value on the basis of multiple simulation runs, reducing thereby sampling errors and making fitness value more deterministic and reliable. Excessive number of simulation runs, however, may slow down the evolution considerably, thus an optimal number should be found. In addition, relatively mild selection pressure should be used when fitness evaluation is stochastic.

Second, for the same reason, stagnation of progress of the current best fitness is not a reliable indicator of stagnation of the evolution. Every generation may produce individuals with very good fitness which will not sustain further selections. In some cases, current best fitness may appear stagnated from the very first generation. Average population fitness may be considered as a better measure of evolution progress.
Third, elitism has little sense in a sufficiently stochastic environment and is usually not employed. If it is desirable, for some reason, to use elitist strategy, fitness of the elite solution must be recalculated every generation.

In the guidance task, the random factors include:

- **Initial state of the UAV.** The approach corridor entry point and the position allowance, which determine initial position of the UAV, are specified in Section 2.4.2. Initial attitude is zero roll, –1° pitch, and yaw is set so that velocity is directed towards the recovery boom (i.e. side wind component is initially compensated by the navigation controller). Initial airspeed is normally distributed with mean 22 m/s and standard deviation 1 m/s. Initial controls position approximately corresponds to trim setting for steady descend with 2°40' glideslope and required airspeed (only throttle position is important due to slow response).

- **Sea State.** It has direct influence on ship motion (see Section 3.3.1). It is also closely related to wind magnitude and turbulence intensity.

- **Atmospheric parameters, particularly steady wind and turbulence.** For simulation, they are sampled as follows. Wind direction is selected uniformly within [0; 2\(\pi\)], i.e. any wind direction may be chosen with equal probability. Wind magnitude at 6 m altitude is selected using normal probability distribution. The mean value is calculated as 2.5 \(\times\) (Sea State) m/s (see Table 3.2). Standard deviation is 1 m/s. Wind magnitude at the actual altitude varies according to (3.33) (Section 3.2.2). At 40 m, it is approximately 1.4 times that at 6 m. It is additionally ensured that wind magnitude does not exceed 20 m/s, otherwise the UAV may never reach the ship if substantial headwind component is present. Turbulence parameters are set as specified in Section 3.2.2.

- **Initial state of the ship.** Since ship motion is simulated deterministically (Section 3.3.1), initial phases of all six components of periodic motion are chosen independently at random from [0; 2\(\pi\)] with uniform probability to provide randomisation of ship position. Also, wave heading angle (see Section 3.3.2) is selected at random from the interval [0; \(\pi\)]. Ship steady motion (forward speed) is not specified at this stage, because it can be replaced with appropriate steady wind with the same effect (no measurement fed into the controllers, including positional measurements, is linked to the ground frame; ship velocity is assumed to be constant during approach).

For the evolution of guidance controller, Sea State is fixed to the maximum specified level 6. Amplitude of periodic ship motion is determined with respect to the Significant Wave Height (SWH), which is 1.6 times the average wave height (see discussion in Section 3.4.1).
It is expected that the guidance law capable to recover the UAV at sea state 6 will cope with less hostile conditions. Another consideration is that only large disturbances (especially ship amplitude) may lead to development of suitable guidance laws. Guidance to a near stationary position is trivial and can be successfully performed in a number of ways. However, it may come out that these conditions (sea state 6) are too violent for reliable recovery. This may lead to a non-convergent evolution. In this case, the conditions may be relaxed.

The above environmental conditions cover a wide range of actual conditions which the UAV may encounter during recovery. It is expected that in normal operation only a limited scope of them may be realised. For example, strong tailwind is not typical for recovery (as well as for any landing). Conservativeness of the environmental factors applied allows to evolve a controller which is robust to environmental uncertainties. Meanwhile, robustness to unmodelled dynamics of the UAV is addressed in the flight controller development. For guidance development, it is assumed that the flight controller tracks the reference commands reasonably well for any specified discrepancies in the UAV model. Therefore, only the reference UAV model is used in the guidance controller evolution. Robustness and operational envelope of the obtained solution will be determined during the testing phase.

Fitness is calculated as follows:

\[
F_g = 40\Delta h_1^2 + 20\Delta z_1^2 + 50|\psi_1| + 25|\gamma_1| + K
\]

\[
500C_c \left(n_{y_1}^d\right) + 500C_c \left(n_{z_1}^d\right) + 100C_f \left(n_{\psi_1}^d\right) + 100C_f \left(n_{\gamma_1}^d\right)
\]

where \(\Delta h_1\) and \(\Delta z_1\) are vertical and horizontal miss distances, and \(\psi_1\) and \(\gamma_1\) are final yaw and bank angles (note that yaw is corrected so that zero yaw is perpendicular to the arresting wire, see Section 5.2.1.2). Greater weight for vertical miss than that for horizontal miss is used because vertical miss allowance is smaller (approximately 3–4 m vs. 5 m) and also because vertical miss may result in a crash into the boom if the approach is too low. Horizontal miss, on the other hand, is usually safer for the aircraft. Analogous, final yaw receives greater weight because it determines the amount of lateral pendulum oscillations after recovery (see Section 2.4.3), which are hazardous due to possible collision with the ship, while final roll is less relevant to the success of recovery.

Second power applied to the miss distance heavily penalises large miss while tolerates small miss. When large miss distances (greater than 2–4 m) are present, other components of the cost \(F_g\) are negligible. This helps to evolve general principles of guidance at the early stages of evolution and then to refine them taking into account control effort.

Additionally, crash of the UAV is treated according to (5.63). A crash is detected if...
Detection of collision with a wave is not possible because waves as such are not modelled. At the same time, taking a guaranteed margin above wave crests may be too conservative: in a rough sea, the recovery boom level may periodically appear to be below the highest crest. Assuming that waves are not too high to overflow gunwales and thus there is enough elevation of the boom above the water, this condition (going below the crests) does not necessarily lead to crash. Further analysis of trajectory is needed to assess the chances of such collision.

Fig. 6.6 To the explanation of distribution of the initial positions of the UAV for fitness evaluation (not to scale). Solid ellipses represent $3\sigma$-lines of equal probability density of each position distribution. Vertical dimensions are defined in a similar manner with respect to $\sigma_z$. Dotted lines represent possible successful trajectories.

\[ H < h \text{, i.e. the cable hook touches the mean water level}\;^1 \]
\begin{align*}
\text{OR} & \quad |\psi| \geq 90^\circ, \text{ i.e. the UAV completely diverts from the ship;} \\
\text{OR} & \quad |\gamma| \geq 70^\circ \text{ (dangerous excessive roll. Commanded roll is limited to 45°, see Section 5.2.1.1).}
\end{align*}

$N = 3$ simulation runs are performed for each fitness evaluation. To provide a more comprehensive estimation of guidance abilities, initial positions of the UAV in these $N$ runs are maximally distributed in space, maintaining, at the same time, a sufficient random component. This is done as follows. Nominal standard deviation of the initial position is specified in Section 2.4.2 as $\sigma_y = 5$ m for elevation and $\sigma_z = 10$ m for lateral displacement. For the purposes of fitness evaluation, these deviations are reduced $N$ times, and the mean values are spread evenly on the ellipsis with the centre at the specified ideal position and the semi-axes $K\sigma_y$ and $K\sigma_z$, where $K = 3 - 3/N$. Position of the first point on the ellipsis is chosen at random. This way, $3\sigma$ bound of equal probability density of the original distribution is maintained (Fig. 6.6). Distance $X_e$ is selected at random for each run as specified in Section 2.4.2.

Algorithm initialisation is the same as for longitudinal flight control laws evolution (Section 6.1.2), except that elitism is not used and the population size is 48 members. The initial population is sampled with the control laws of the form

\[ 1 \]

---

$^1$ Detection of collision with a wave is not possible because waves as such are not modelled. At the same time, taking a guaranteed margin above wave crests may be too conservative: in a rough sea, the recovery boom level may periodically appear to be below the highest crest. Assuming that waves are not too high to overflow gunwales and thus there is enough elevation of the boom above the water, this condition (going below the crests) does not necessarily lead to crash. Further analysis of trajectory is needed to assess the chances of such collision.
\[\mathbf{\Phi}_0 = 0\]
\[\mathbf{\Phi}_x = 0\]
\[a_{y_k}^d = k_{11} x_6 + k_{12}\]
\[a_{x_k}^d = k_{21} x_7 + k_{22}\]  \hspace{1cm} (6.19)

where all coefficients \(k\) are chosen at random. Necessity of the state variables in the output equations is explained in the annotation to (6.7). For convenience, the control laws are expressed in terms of accelerations, which are then converted to load factors according to (6.17). Since these control laws effectively represent ‘empty’ laws \(y = \text{const}\) (plus a low-pass output filter with randomly chosen bandwidth), structure mutation is applied to each member of the initial population. Further structure mutations are performed as specified in Section 6.1.2. With such initialisation, no assumption about possible guidance law is taken.

The results obtained from several consecutive runs of the ED algorithm are rather expectable but nevertheless interesting. Quickly, within 30 to 50 generations, the algorithm invariably discovers the core of proportional navigation guidance law (PN, Section 5.1.2.2.1) and then only refines it. Population average and current-best convergence graphs for two most different runs are shown in Fig. 6.7. Peaks on the average fitness convergence graph represent the effect of structure mutations. It can be seen that even when the best fitness stagnates, progress of the population continues for at least 30–40 generations.

Removing unused state variables, the basic structure of proportional guidance is obtained as

\[a_{y_k}^d = k_{11} \omega_x + k_{12}\]
\[a_{x_k}^d = k_{21} \omega_h + k_{22}\]  \hspace{1cm} (6.20)

where \(k_{11}, k_{21} < 0\) due to sign convention of the measurements (position and angles are measured...
ured with respect to the ship), and \( k_{12}, k_{22} \approx 0 \). Refer to Section 5.2.1.2.1 and Appendix A for other designations.

Most of the control laws produced also contain velocity component in the horizontal guidance law, which may be interpreted as a damping term:

\[
\dot{a}_{yk}^d = k_1 \omega_h + k_2 z_T + k_3
\]  

(6.21)

Two of the laws also include integral of the target angular velocity. It may be noted that air-speed or closing velocity have never been included in any resultant guidance law.

From the final populations, the best solution is identified by calculating fitness of each member using \( N = 25 \) simulation runs, taking into account also success rate (the percentage of successful recoveries). The controller which has substantially better success rate may be preferred over that with better average fitness). Two best performing controllers from different runs are the following (unused state variables are removed):

\[
\dot{a}_{yk}^d = -3.548 \omega_v
\]

\[
a_{yk}^d = 0.916 x_6 - 54.3 \omega_v - 0.1261
\]

\[
a_{yk}^d = -107.68 \omega_h + 0.0534 z_T + 0.4756
\]

\[
\omega_{lv} = 53.52 \quad \omega_{lh} = 81.89
\]

(6.22)

and

\[
\dot{a}_{yk}^d = -56.036 \omega_v - 0.424
\]

\[
a_{yk}^d = -182.47 \omega_h + 0.3079 z_T + 0.608
\]

\[
\omega_{lv} = 11.845 \quad \omega_{lh} = 42.085
\]

(6.23)

where \( \omega_{lv} \) and \( \omega_{lh} \) are output filter bandwidths for vertical and horizontal guidance laws respectively. The first controller achieved 100% success rate in the 25 test runs with average fitness 69.52 (it is worth noting that this controller was only 18th best based on fitness in its final population; at the same time, the best scored controller showed only 88% success rate and fitness 110.1. This illustrates the amount of uncertainty present in the environment). The second controller, (6.23), demonstrated slightly worse but still acceptable result with 92% success rate and fitness 98.24.

Considering dominance of Proportional Navigation driven solutions, it would be reasonable to employ and optimise the pure proportional navigation (PPN) law for recovery and to compare it with the obtained solutions. If PPN delivers an adequate level of performance and robustness, it can be used instead of the above laws as a simple and effective guidance method which uses minimum number of measurements.

The proportional guidance is implemented in the following form:
\[ a_{jk}^d = k_1 V_{\text{CLa}} \omega_i \]
\[ a_{ck}^d = k_2 V_{\text{CLa}} \omega_h \]

Low-pass filtering is employed as usual, the bandwidths are optimised in the evolution process together with the navigation constants \( k_1 \) and \( k_2 \). Average closing rate \( V_{\text{CLa}} \) (5.53) is used as the most suitable measure of trajectory velocity (out of available measurements), which is measured with respect to the ship for the recovery task.

For this evolution, small population with 12 members is used because the structure is fixed (structure mutations are disabled) and the number of parameters to be optimised is only four. In addition, this structure can be rigidly embedded into the controller, which eliminates the need of parsing of the control equations and speeds up simulation more than twice. This allows to use more simulation runs to obtain a fitness estimation and thus to reduce the amount of uncertainty in selection.

Two evolutions with \( N = 4 \) and \( N = 10 \) runs have been performed. In both cases, current-best fitness shows little information about the progress of evolution. Only for \( N = 10 \) some progress is observable during the first 30 generations (Fig. 6.8). In every generation there are controllers which deliver acceptable fitness values (less than about 100) in the specified \( N \) runs. At the same time, population average fitness is not very illustrative as well.

From time to time, evolution produces unstable controllers which deliver very large miss (or even crash) with correspondingly large fitness values. Even a single unstable controller extremely biases the population average fitness (Fig. 6.9a). However, ignoring the peaks produced by this bias, a general picture of evolution progress is observable (Fig. 6.9b). It can be seen that progress is apparent during the first 40–45 generations, although it stabilises long after that (near 80th generation in this case). A better readable convergence could be obtained by excluding the unstable controllers (with fitness value greater than about 1000) from average calculation.

Alternatively, stability of the controllers in the population can be enforced by constraining the navigation constants being optimised in a sensible range (for example, \([-6; -2]\)). However, this approach significantly degrades the evolution process—which may seem counterintuitive. Nevertheless, as discussed in Section 4.2.2, handling constraints within the algorithm is often undesirable. In the case of ES (which class the ED algorithm belongs to), rigid
restriction of objective parameters results in that the individuals with unsuitable strategy parameters have high chances to survive. In general, exactly the strategy parameters are responsible for producing out-of-scope objective values. As a result, evolution of strategy parameters is nearly blocked. In the case of PN optimisation, this is further complicated, apparently, by vaguely defined optimum: different navigation constants may produce controllers with very similar accuracy.

The best PN controller have been selected using the fitness values of each member of the final population averaged over 100 simulation runs. It is the following:

\[
\begin{align*}
a_{v, k}^d &= -3.27 V_{\text{Cla}} \omega_v \\
a_{h, k}^d &= -3.18 V_{\text{Cla}} \omega_h \\
\omega_v &= 106.5 \quad \omega_h = 21.7
\end{align*}
\]  

This controller received the fitness 88.85 and showed success rate 95%.

In order to obtain a less stochastic evolution and potentially a more refined solution, PN law has also been optimised in a more benign environment, using Sea State 2 (‘smooth sea’) set-up. Unlike the case of full evolution of guidance laws, there is no risk to evolve an incapable (in rougher conditions) law, because the structure is fixed. However, although sufficiently steadier evolution indeed has been observed, the obtained solutions were highly optimised only for calm environment (showing fitness about 9–12), demonstrating poor results at Sea State 6 (fitness 180–2500, success rate not more than 84%). In particular, all controllers had low output filter bandwidth (mostly near the limit 1 rad/s), which reduces control activity but impedes active manoeuvring.

Concerning the output filters, it can be concluded, by comparing (6.22), (6.23) and (6.25), that the environment provides inadequate means for precise adjustment of the band-
widths. This is partly due to insufficient simulation of noise (see Section 5.3.3) and also emphasis on guidance accuracy. It is likely that as long as the bandwidth is not too narrow (greater than 10–20 rad/s), the filter has little effect on guidance accuracy. Indeed, trajectory parameters change relatively slowly, thus the noise can be filtered out easily with any appropriate filter. At the same time, guidance output has only indirect effect on control activity: it is processed by the flight controller and passed through its filters. To confirm this proposition, the controller (6.25) has been tested in the same conditions with $\omega_{fv} = \omega_{fh} = 15$ rad/s. The results are very similar to the original controller: fitness 94.36 and success rate 96%, which is within the statistical error. For this reason, this bandwidth will be used for all guidance controllers during the testing phase.

The controllers (6.22) and (6.25) are selected as the best obtained solutions of the guidance controller synthesis. They will be used in the following section for thorough testing of the whole system. Many other solutions from the final generations, including (6.23), have comparable performance and can be employed if the two selected controllers appear to have unsatisfactory characteristics.

### 6.1.6 Possible hardware implementation issues

The implementation of any controller is an important part of the design process which should receive due attention. In this research, a physical implementation was not possible due to a lack of hardware. However, possible issues which may arise during hardware implementation should be addressed. Some of them have been already discussed in the relevant sections and thus they are only summarised here. Unlike the majority of design methods, the Evolutionary Design enables to take most of the issues into account at the stage of controller synthesis, provided that they are included in the simulation model. Nevertheless, not all system parameters can be modelled at this stage due to either computation cost considerations or lack of actual data.

**Computational engine.** Even though continuous form of control equations is used, the controller is designed with digital onboard implementation in mind. Nowadays, digital implementation offers the most effective solution even for relatively simple systems. However, computing power of the onboard processor can be significantly lower than that of the computer used for simulation. On the other hand, faster specialised devices such as digital signal processing (DSP) units may be available. If the actual hardware for the onboard controller is specified, it can be incorporated into the simulation model from the beginning, or can be used for detailed testing of the developed controller. Cross-platform simulation is a well established technology today and should pose little problem. With appropriate hardware interface, even the actual controller may be used in the simulation loop if necessary. In this research,
However, implementation requirements were not specified, thus only a general mathematical model has been used.

Computing power of the onboard computer must be adequate to provide real-time calculation of all built-in control laws with the rate (frequency) that ensures numerical stability and provides minimum delay. However, this rate may be sufficiently lower than that used for the simulation. As discussed in Section 5.3.3, high sample rate is needed for correct simulation of noisy signals and physical elements with fast dynamics, such as actuators and sensors. In a real system, their simulation is unnecessary, and the controller can be executed with lower frequency, especially if signal filtering (a potentially demanding procedure) is left to external specialised processors. The optimal rate, nevertheless, should be determined carefully. A too low rate may lead to catastrophic degradation of performance, while a too high rate demands excessive resources and may produce round-off and other computational issues. Different sample rates can be simulated within the simulation model used for evolution and/or testing of the controller. In particular, Simulink software package allows to simulate multirate systems in a single framework.

**Controller activation and deactivation.** The control is handed over to the recovery controller from the mission (or navigation) controller. The latter is supposed to guide the UAV to the area specified in Section 2.4.2 and bring the aircraft to the landing configuration. An additional but necessary condition is reliable reception of the signals of the positioning system (Section 2.4.3.4.3). As soon as these conditions are satisfied, the recovery controller may be activated. However, since initial state of the controller is zero and position of the controls may vary, transition between the regimes may be somewhat brutal. In the beginning of final approach, this is not expected to be a problem, because the controller has plenty of time to recover. In this study, immediate switching is simulated. Nevertheless, a more complicated method can be employed to ensure a smooth switch. One of the examples is weighted blending (crossfading) of the outputs of the two controllers, gradually passing control from one to the other within a certain time.

Controller deactivation is discussed in Section 5.2.1.3. At a specified distance from the arresting wire, the acceleration demands of the guidance controller are replaced with zero. This provides a smooth transition, which is very important a few moments before capture. If miss is detected, the control is handed over back to the navigation controller, which performs go-around manoeuvre. For physical design, reliability issues associated with controller activation and deactivation should receive close attention. Backup means, including, possibly, manual control should be provided for both miss detection and controller activation/deactivation.

Another reliability issue is loss of the positioning signals. This may happen not only in the case of equipment failure, but also due to environmental factors such as obstruction of the
antennas by a high wave or ship installations. Since positioning signals are crucial for guidance, even short-term loss of the signals must be handled methodically. As a rule, temporary loss (up to about a second in duration) should not lead to failure of recovery, unless the loss is detected only a few metres before the boom. In the latter case, however, little can be done. Probably the best strategy is to keep the last commanded direction, which is achieved the same way as deactivation of the controller is handled, by issuing zero acceleration demands (5.54). This can be elaborated by keeping the last issued acceleration demands for a few fractions of a second in order to handle radio interference and momentary loss of the radio signals (milliseconds in duration). Maintaining the demands for a longer time may lead to extreme deviation of the flight path. This is especially dangerous if descend has been commanded before the loss is detected. For this reason, a positive vertical acceleration demand may be supplied to prevent further descend and possible crash. If reception is not regained within a specified time, missed approach is detected and go-around is performed. All these cases should be thoroughly investigated for actual design of the recovery controller.

### 6.2 Controller testing

Testing is a crucial stage of any controller development process as the designer and end user must be satisfied that the controller meets its performance requirements. In addition, an allowable operational envelope must be obtained. Testing of a developed controller can be performed either within the physical system (in flight or static) or in a comprehensive simulation environment. Either method has several advantages and disadvantages. As a rule, both of them are employed in the development of a real system, with the physical tests performed largely to confirm the results of the preceding simulation tests.

In physical implementation, the controller is working on a true model and hence there are no modelling errors to introduce uncertain effects into the system. In addition, physical testing accurately reflects the operational use of the controller. On the other hand, physical testing involves large time and cost demands for multiple tests. Moreover, the failure of the controller at any stage may lead to a dangerous situation and even to loss of the aircraft. Another disadvantage is that the testing conditions will most likely not provide the full range of the specified operating conditions. As noted above, lack of hardware does not allow to carry out physical tests for this research, thus only simulation tests are performed.

Testing within a simulation environment has the benefit that many different tests may be applied rapidly with no severe consequences in the event of controller failure. The whole range of operating conditions may be tested, with different combinations of any selected conditions. On the downside is that potentially large modelling errors may be introduced, which may bias the results and cause an otherwise excellent controller to fail when implemented
physically. In addition, testing situations which cannot occur in practice are possible in the simulation environment.

In this work, two main types of simulation tests are conducted. The first type is a robustness test. It is aimed at ensuring the controller has good robustness to modelling uncertainties and to test whether the controller is sensitive to specific perturbations. The second type is a performance test, where operating conditions are varied and the performance of the controller is evaluated. In a large part, the tests are consistent with the approach taken in [47] for development of the launch controller for similar UAV model. The details of these tests are presented in the following sections. These details mainly contain combined statistical results and do not present individual cases. However, samples of several different trajectories are given in Fig. 6.11 to Fig. 6.18 and Fig. 6.20 to Fig. 6.21.

6.2.1 Simulation model

One of the advantages of Evolutionary Design is that the design process is built around testing of largely the same simulation model as used for final testing. Ideally, fitness evaluation of a candidate solution is performed during evolution considering the same objectives as for the final testing and in a similar manner. Therefore, final testing is needed mostly for verification purposes, to ensure that evolution indeed produced a controller which satisfies design requirements. However, due to highly stochastic environment and high computational demands, thorough testing during the synthesis stage is troublesome. For this reason, a full-scale simulation testing is required.

In Section 5.3.3, the simulation environment used for evolution of the guidance controller has been described. For the final testing, the same model is used, although it is upgraded to include more elements. On the top level (Fig. 5.16), however, the models are identical. The modifications include the following:

- All control laws are embedded into the controllers, avoiding parsing of the equations at each time step and saving calculation time.
- Ship airwake model is included into the Wind subsystem. It supplements the existing steady wind, turbulence and gust models.
- Static cable model is replaced with the full dynamic model (Section 3.5). They have similar interface, plus the full model uses exact position of the arresting wire (obtained from the simulation environment) to detect successful capture or miss. Since this model is the most computationally demanding part of the simulation environment, only 8 lumped masses with gradually decreasing link lengths towards the end are used to represent the cable. Initial state of the cable corresponds to steady level flight with the recommended approach airspeed of 22 m/s.
• Simulation sample rate is increased to 200 Hz. This improves adequacy of the noisy signals and ensures robustness of the controllers to change of sample rate.

Every component of the Wind subsystem (steady wind, turbulence, ship airwake, gusts) can be enabled or disabled separately to provide simulation of different scenarios.

6.2.2 Robustness tests

Testing the controller for robustness to model uncertainty involves perturbing the model and determining the effect upon controller performance. The perturbations can be performed in several ways. Physical quantities such as mass and wing area can be changed directly. Dynamics of the system can be varied by introducing additional dynamic elements and by changing internal variables such as aerodynamic coefficients. For a realistic test, all perturbations should be applied simultaneously to identify the worst case scenario. However, single perturbation tests (the sensitivity analysis) allow to analyse the degree of influence of each parameter and help to plan the robustness test more systematically. Therefore, single perturbation tests are first performed. After that, multiple perturbation tests are carried out, where all parameters of the model are perturbed randomly within the identified limits.

6.2.2.1 Single perturbation tests

In this type of test, a single model variable is perturbed by a set amount and the effect upon the performance of the controller is determined. A crucial element of the test is therefore evaluation of the performance and determining the threshold where the performance becomes unacceptable.

Performance evaluation can be measured in a manner similar to fitness evaluation of the guidance controller (equation (6.18)). However, since performance of the whole UAV controller must be assessed and its internal signals are unimportant, the last four terms (which penalise activity of the output signals \( n_{yk}^d \) and \( n_{zk}^d \)) may be excluded. Nevertheless, control activity must be taken into account. Many of the model parameters have a significant effect on control activity while having little effect on guidance accuracy. For example, as will be illustrated later, delay of the measurement signals may produce unacceptable oscillatory behaviour of the controller, even though still providing safe recovery. Therefore, the cost of control activity is included the same way as it has been used for the flight controller evolution (see (6.8) and (6.11)).

In addition, two other penalties are applied in order to obtain a better assessment of the trajectory parameters. Changing of some of the model parameters may significantly degrade capability of the autothrottle. Whilst decreased airspeed will result in degradation of trajectory and even a crash (due to proximity of stall regimes and reduced manoeuvrability), overspeed
may be left unnoticed if only the final miss is taken into account. At the same time, the recovery gear is designed to absorb only a limited amount of energy. The maximum allowed impact speed $V_{\text{imp}}$ in this work is assumed to be 30 m/s (see Section 2.4.3). Therefore, the impact speed (the relative speed of the UAV with respect to the recovery boom at the moment of capture) over this limit is heavily penalised, so that overspeed of about 2–2.5 m/s renders the recovery attempt unsuccessful even for otherwise perfect approach. Considering that the required approach airspeed is 22 m/s, this is rather a generous limit which normally enables the approach with sufficient tailwind component.

Another additional parameter taken into account in performance measurement is the minimum altitude $H_{\text{min}}$ attained during the approach. It is expected that some of the model variations, for example increasing mass and reducing wing lift capabilities, may result in a too low approach, at the same time providing accurate terminal guidance by slightly more aggressive manoeuvring. Nevertheless, low approach increases the risk of a collision with high waves. As specified in Section 6.1.5, crash is detected if altitude falls so that the hook touches the mean water level (approximately 4 m). However, highest waves may reach 7.5 m and even more (see Table 3.2 in Section 3.3.1) at Sea State 6.\(^1\) Considering that the reference level of the recovery boom is 16 m and allowing sufficient margin for vertical travel, the altitudes below 10 m will be penalised.

Altogether, the performance cost (PC) is calculated as follows:

$$PC = 40\Delta h_i^2 + 20\Delta c_i^2 + 50|m| + 25|\gamma| + 50f_V + 20f_HK$$

$$10C_c(\delta_a) + 10C_c(\delta_i) + C_c(\delta_e) + 200C_i(\delta_a) + 200C_i(\delta_i) + 200C_i(\delta_e)$$

(6.26)

where

$$f_V = \begin{cases} V_{\text{imp}} - 30, & V_{\text{imp}} > 30 \\ 0, & V_{\text{imp}} \leq 30 \end{cases} \quad \text{and} \quad f_H = \begin{cases} 10 - H_{\text{min}}, & H_{\text{min}} < 10 \\ 0, & H_{\text{min}} \geq 10 \end{cases}$$

(6.27)

Impact speed $V_{\text{imp}}$ and minimum altitude $H_{\text{min}}$ are measured in m/s and metres respectively. Other designations are as in (6.18) (see also Section 5.3.4). Unlike fitness evaluation in the flight controller evolution (Sections 6.1.1 to 6.1.4), the commanded control deflections $\delta_a$, $\delta_i$, and $\delta_e$ are saturated as required for control actuators. Throttle command is not included because it has very little impact due to slow response.

The absolute value of the PC obtained using (6.26) is not very illustrative for comparison between the results. Smaller values indicate better performance, but the ‘ideal’ zero value

---

\(^1\) Considering average height of the highest 1/10 waves. Table 3.2 presents the heights of the highest 1/3 waves (the Significant Wave Height), which is 1.275 times as low. Note that the height of a wave is defined as the vertical distance between trough and crest, i.e. double the amplitude assuming harmonic waves.
is unreachable because a minimum level of control activity is always present even in very calm environment. For this reason, a Normalised Performance Cost (NPC) will be used:

\[ \text{NPC} = \frac{\text{PC}}{\text{PC}_{\text{ref}}} \]  

(6.28)

where \( \text{PC}_{\text{ref}} \) is the reference Performance Cost obtained for the reference (unperturbed) model with the guidance controller being considered. NPC > 1 indicates deterioration of performance. However, the performance with the perturbed model may be better than the reference performance, thus NPC < 1 is also possible.

The next question to be considered is which scenarios to use for performance evaluation. In Section 6.1.5, where the guidance controller is designed, it has been shown that the environment delivers a great deal of uncertainty. To obtain a reliable estimate of performance, several tens (up to a hundred) of simulation runs in various conditions should be performed at every point. However, this would imply a prohibitively high computational cost, as this test needs to be carried out at about 20 to 60 points for each of more than 40 model variables for each controller to be estimated. Meanwhile, there is no single ‘typical’ scenario that could encompass most of the real flight conditions.\(^1\) For these reasons, four different scenarios will be used for evaluation of a single Performance Cost. These scenarios are selected so that most of the possible real world conditions are covered. The range of disturbances and the initial ship phase are chosen to provide a moderately conservative estimation. All random parameters (which include the turbulence time history and the ship initial state) are reproducible between the PC estimations, therefore PC is calculated deterministically. The overall PC is obtained by averaging the individual PCs between the four recovery scenarios. These scenarios are the following:

1. **Calm environment.** No wind, no turbulence; initial position of the UAV is at the ideal reference point (Section 2.4.2): distance 300 m, elevation 14 m, zero sideways displacement. A small amount of ship motion corresponding to Sea State 2 (SWH)\(^2\) is, however, included. This scenario is useful to analyse the performance in benign environment and also to soften the conservative bias to the difficult conditions (the other three scenarios).

---

\(^1\) For robustness tests of the launch controller in [47], a single ‘middle of the range’ launch scenario has been used. However, even though the launch case is simpler than recovery (the longitudinal channel is the most important for successful launch), a single scenario with tailwind did not provide adequate estimation of robustness for certain parameters. Although the most critical perturbations are believed to be estimated adequately, some side effects of such a limited evaluation are observable. For example, the tests showed that ailerons’ efficiency (rolling moment due to ailerons deflection \( m_{\delta a} \)) could be reduced to almost zero without a negative effect on launch. If crosswind had been included in the testing scenario, this mishap would be discovered.

\(^2\) The reference (SWH) after a Sea State definition denotes that the amplitude of motion is set with respect to the Significant Wave Height at the specified Sea State. See Section 3.3.2 and also discussion at the end of Section 3.4.1.
2. *Tailwind and a high start.* High tailwind is normally not expected during approach because it is usually preferable to choose the opposite direction of approach (with headwind) if tailwind component is present. Therefore, a moderately low tailwind of 5 m/s is used. It is important to note that similarly to the guidance controller evolution set-up (see page 250), the wind setting (here and in the other scenarios) defines the wind magnitude at 6 m altitude. Wind magnitude at the actual altitude varies according to (3.33) (Section 3.2.2). At 40 m, it is approximately 1.4 times that at 6 m. Turbulence and ship airwake parameters are set according to the wind magnitude as specified in Section 3.2.2. Ship motion corresponds to Sea State 5 (SWH) (‘rough sea’). The tailwind is combined with a 10 m too high initial elevation (total elevation above the recovery boom is 24 m instead of ‘ideal’ 14 m, i.e. two specified standard deviations; with the 16 m boom height, the initial altitude is 40 m) and a 1 m/s excess of airspeed (total 23 m/s). In addition, the initial position is displaced 20 m (again two standard deviations) to the right. This combination induces a rapid descent. Even for the reference model, throttle is saturated on the idle setting almost all the time during the approach and the UAV nevertheless accelerates. Any model perturbation which produces less drag is likely to attain an overspeed penalty.

3. *Headwind and a low start.* This case is opposite to the previous one. Wind magnitude is 10 m/s (at 6 m), which is approximately 65% the absolute maximum the UAV (with the fixed autothrottle setting) can cope with in order to reach the ship.\(^1\) Typical flight time in this scenario is about 30 seconds, compared to less than 14 s in the first scenario and 10 s in the second scenario. Initial position is 10 m below and 20 m to the left of the ideal position. Initial airspeed is 1 m/s lower than required. Sea State 5 (SWH) is set for the ship motion. Turbulence intensity is defined similarly to the previous scenario. This scenario is specific in that the flight path is likely to go below the recovery boom level and thus the UAV may need to climb in order to be recovered.

4. *Crosswind.* Wind magnitude, Sea State and turbulence settings are the same as in the previous scenario. Wind direction is 90° from the right (with respect to the recovery boom, i.e. for the approach direction to the north, easterly wind is applied). Initial position is displaced 20 m horizontally in the direction of the wind, i.e. to the left, which requires the UAV to ‘overcorrect’ the crosswind. Initial altitude and airspeed are exactly as specified (14 m elevation and 22 m/s respectively).

---

\(^1\) Considering the variations of wind magnitude with altitude.
The reference trajectories (amongst several others) for these scenarios are shown in Fig. 6.11 to Fig. 6.14 (blue lines) and also in Fig. 6.15 to Fig. 6.18.

The first test determines the robustness to time delays in the measurement signals. This test will be used as an illustration of the method employed, with only the results presented for the following tests. The threshold of the acceptable performance will be illustrated in this test as well.

Time delays occur in a physical system due to several factors, which include delays associated with the measurement devices, delays in encoding, decoding and transmitting the signals to the controllers, delays in controller computation and delays in the actuator systems. In a well designed system, these delays should be small and in a well designed controller should have minimal effect on the performance.

Some of these delays (or lags) are modelled within the respective subsystems of the simulation environment. These include sensors and control actuators models (see Section 3.1.2.4). In addition, integration of the control equations adds one time step delay (0.01 s for the controllers synthesis and 0.005 s for testing). It is general practice to lump all other unmodelled delays into a single delay applied either to the measurement signals or to the control output. In this case the delay has been applied to the measurement signals. For the controller synthesis, the delay was 0.02 s, providing the pure processing delay between the measurement signals and the control output of 0.03 s (30 milliseconds). Adding to that the lags present in the sensors model and actuators model,\(^1\) this provides an adequate and rather conservative approximation of the delays expected in a real system. For this reason, controller synthesis did not include specific means to evolve robustness to time delays. The more important is to analyse the actual robustness of the controllers.

In the robustness test procedure, the time delay is varied between the minimum value 0.005 s (5 milliseconds)\(^2\) and a value that would reflect the absolute maximum that this variable would achieve. The test stops when unacceptable performance is detected. This happens when a specified threshold NPC value is reached or a failure in any of the testing scenarios occurs. For more precise computation, the time delay increments between the tests are the multiplies of the simulation time step, i.e. 0.005 s. Therefore, the delay is always an integer number of simulation time steps.

The tests are carried out for the two controllers selected in Section 6.1. The controller #1 is (6.25) (pure Proportional Navigation guidance) and the controller #2 is (6.22). Fig. 6.10a shows the NPC evaluated for these controllers for varying time delay. The miss distance (av-

\(^1\) First-order lag with time constant 0.04 s for all sensors and second-order lag with time constant 0.016 s and damping ratio 0.6 for aerodynamic surfaces actuators.
\(^2\) Not including the internal processing delay within the controller, which is another 0.005 s.
eraged over the four scenarios) is shown in Fig. 6.10b. It can be seen that in terms of guidance accuracy, delays up to 0.07 s for the second controller and up to 0.09 s for the first controller cause little effect. However, considering the NPC value, which also takes into account control activity, sufficient degradation is observable from 0.035 second delay. This is expectable, because delays usually cause oscillations in the closed-loop system.

To get a better understanding of these results, the trajectories and control deflections for the first controller are presented in Fig. 6.11 to Fig. 6.14. Rudder deflections are not shown because they are little affected by the delays. It can be seen that although the trajectories corresponding to 0.75 and 0.09 s delays (black and yellow paths) may be considered acceptable in terms of guidance accuracy, they produce excessive control usage. Delay of 0.06 s (green path) causes noticeable oscillations as well; however, they fade out within 6–7 seconds in a calm environment (Fig. 6.11), which may be considered as an appropriate level. In a turbulent environment, degradation is less pronounced, because even the reference controller (with smallest delay) produces sufficient control activity. Therefore, the highest acceptable NPC value should be between 1.618 (green line, delay 0.06 s) and 2.384 (black line, delay 0.075 s). In this work, NPC = 1.8 is chosen as the threshold. This is closer to the green path.

For the selected NPC threshold, the maximum time delay can be defined as 0.065 s for the controller #1 and 0.06 s for the controller #2.

It should be noted, however, that perturbation of any one of the parameters does not provide a comprehensive picture of the effect on performance. For this reason, the effect of perturbation of empty mass $m_{\text{empt}}$ will be closely examined as well. Unlike time delay, this perturbation should primarily affect the trajectory rather than the control activity. Note that although the mass changes, the inertia tensor (3.13) does not and hence the dynamics of angular motion is unaffected.
\( m_{\text{empt}} \) is varied from 50% of the reference value (20.45 kg) to 200% linearly with 2% steps. This is done separately for increasing and decreasing the variable until the threshold NPC = 1.8 is crossed, or a failure occurs, or the limit (200% or 50% respectively) is reached. Several trajectories for increased mass are presented in Fig. 6.15 to Fig. 6.18.

Somewhat surprisingly, the trajectories with greater mass go higher than the nominal trajectory. However, examining the elevator control deflections, the reason becomes clear. Changing the empty mass displaces the centre of mass backwards (apparently because payload is concentrated in the nose), producing nose-up pitching moment. This requires additional positive elevator deflection to restore the balance. However, despite the correction introduced in Section 6.1.1, the positive elevator deflection limit is very close and this additional deflection quickly causes saturations on elevator during the flight. This, in turn, causes degradation of guidance accuracy, which is especially visible in the tailwind scenario. Nevertheless, for moderate NPC values (up to \( \approx 1.6 \) at least, the green path), the accuracy is perfectly acceptable, even though the trajectories are very different. Only for NPC > 2.1 (black line) does accuracy deteriorate so that miss becomes likely. Therefore, the threshold NPC = 1.8 proves to be reasonable. It may be noted again that unlike the previous case (time delay perturbation), the same threshold is obtained primarily due to growing miss distance, while the penalty for control activity plays only a minor role.¹

The parameters corresponding to aircraft geometry and configuration are tested in a similar manner. The range is increased to the scale factors between 0 and 10 (0 to 1000%) with step 0.05. NPC is linearly interpolated at the intermediate points. The allowable perturbations (as factors to the original values) are summarised in Table 6.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Controller 1</th>
<th>Controller 2</th>
<th>Controller 1</th>
<th>Controller 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty mass ( (m_{\text{empt}}) )</td>
<td>0.50</td>
<td>0.50</td>
<td>1.54</td>
<td>1.52</td>
</tr>
<tr>
<td>Rolling moment of inertia ( (I_x) )</td>
<td>0.20</td>
<td>0.20</td>
<td>10¹</td>
<td>2.43</td>
</tr>
<tr>
<td>Yawing moment of inertia ( (I_y) )</td>
<td>0¹</td>
<td>0¹</td>
<td>10¹</td>
<td>10¹</td>
</tr>
<tr>
<td>Pitching moment of inertia ( (I_z) )</td>
<td>0¹</td>
<td>0¹</td>
<td>2.17</td>
<td>1.91</td>
</tr>
<tr>
<td>( xy ) cross product of inertia ( (I_{xy}) )</td>
<td>0¹</td>
<td>0¹</td>
<td>10¹</td>
<td>10¹</td>
</tr>
<tr>
<td>Wing area ( (S) )</td>
<td>0.74</td>
<td>0.87</td>
<td>1.55</td>
<td>1.60</td>
</tr>
</tbody>
</table>

¹The extreme value tested

Table 6.1 Allowable perturbations of UAV inertial properties and geometry

¹This penalty may be even smaller for the worst cases, because when the control sets on the deflection limit (saturates), it has no activity.
Fig. 6.11 Scenario 1: No Wind. Flight path and control signals for controller #1 with time delays (d). The legend on the trajectory graph applies to all figures. NPC is averaged over all four scenarios. Control signals for the worst two cases (with NPC > 3.8) are not shown, they exhibit extremely aggressive oscillations. Dashed cyan and green lines on the trajectory graphs represent the 'unrolled' along the flight path traces of the tips of the recovery boom (lateral position on the top view and vertical position on the side view). The bar on the right hand side illustrates the size of recovery window. The height and position of the window may be slightly different for different trajectories because it is determined by the shape of the arresting cable-hook. However, in most cases this is barely noticeable on the graphs since the difference in flight time and terminal part of trajectory is small. Note that the horizontal and vertical scale on the trajectory graphs is different.
Fig. 6.12 Scenario 2: Tailwind. Flight path and control signals for controller #1 with time delays. See legend and annotation to Fig. 6.11.
Fig. 6.13 Scenario 3: Headwind. Flight path and control signals for controller #1 with time delays. See legend and annotation to Fig. 6.11.
Fig. 6.14 Scenario 4: Crosswind. Flight path and control signals for controller #1 with time delays. See legend and annotation to Fig. 6.11.
Fig. 6.15 Scenario 1: No Wind. Flight path and control signals for controller #1 with varying empty mass. The legend on the trajectory graph applies to all figures. NPC is averaged over all four scenarios. Dashed cyan and green lines on the trajectory graphs represent the ‘unrolled’ along the flight path traces of the tips of the recovery boom (lateral position on the top view and vertical position on the side view). The bar on the right hand side illustrates the size of recovery window. See also annotation to Fig. 6.11.
Fig. 6.16 Scenario 2: Tailwind. Flight path and control signals for controller #1 with varying empty mass. See legend and annotation to Fig. 6.15.
Fig. 6.17 Scenario 3: Headwind. Flight path and control signals for controller #1 with varying empty mass. See legend and annotation to Fig. 6.15. Note that in this case the final position is sufficiently different for different flights due to significant variation of the trajectory and flight time. The recovery windows are shown separately for each flight in respective colours.
Fig. 6.18 Scenario 4: Crosswind. Flight path and control signals for controller #1 with varying empty mass. See legend and annotation to Fig. 6.15.
This table shows that both controllers maintain good performance over a wide range of perturbations. For some parameters, no noticeable drop in performance is experienced within the testing limits. These limits indicate quite large perturbations that can reasonably be expected. The main perturbations that cause a performance degradation are those that affect the physically attainable trajectory and not the operation of the controller, e.g. increasing weight and decreasing wing area. However, as follows from the above analysis, careful adjustment of elevator efficiency and/or horizontal stabiliser incidence may help to increase the tolerance to increased weight. There is still sufficient margin in angles of attack and engine power.

Robustness to perturbations of the power unit parameters will be investigated next. This is done similarly to the previous test. Refer to Section 3.1.2.3 for details about the propulsion model. The results are given in Table 6.2. As it can be seen, the power plant is certainly not the limiting factor for the recovery operation. The maximum power may be reduced at least threefold without noticeable negative effects. Other parameters allow a great variation as well.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower limit factor</th>
<th>Upper limit factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Controller 1</td>
<td>Controller 2</td>
</tr>
<tr>
<td>Engine power ($P_{max}$)</td>
<td>0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>Propeller power ($P$)</td>
<td>0$^{-}$</td>
<td>0$^{-}$</td>
</tr>
<tr>
<td>Propeller thrust ($T$)</td>
<td>0.30</td>
<td>0.28</td>
</tr>
<tr>
<td>Propeller normal force ($F_z$)</td>
<td>0$^{-}$</td>
<td>0$^{-}$</td>
</tr>
<tr>
<td>Propeller gyroscopic moment ($M_G$)</td>
<td>0$^{-}$</td>
<td>0$^{-}$</td>
</tr>
</tbody>
</table>

*The extreme value tested*

Table 6.2 Allowable perturbations of UAV power unit parameters

Variations of the aircraft aerodynamic parameters are slightly different. It is expected that many of the parameters may be scaled down to zero safely. At the same time, the range of allowable perturbations may be very large. Therefore, the following approach is taken. For scaling down, the scale factor changes linearly from 1–$k$ to 0 with step $k = 0.1$. Some of the more sensitive parameters such as lift coefficient $C_y$ are tested with a smaller step $k = 0.05$. For scaling up, the factor changes exponentially with exponent 1+$k$. That is, the parameter grows by 10% (or 5%) with respect to the previous test point. The maximum factor is 100 (more precisely, $1.1^{49} \approx 106.7$ in most cases). Note that as most of the aerodynamic data is contained in lookup tables, the entire table is scaled by the perturbation. A summary of the robustness results is presented in Table 6.3.
The extreme value tested

Table 6.3 Allowable perturbations of UAV aerodynamic coefficients

This table shows that both controllers have a surprising amount of robustness, even though only a few aerodynamic parameters have been taken into account during the controller synthesis in order to obtain a robust design. It is important to note that changes in aerody-
namic configuration have a direct effect only on the flight controller performance, which is the same for both guidance controllers being tested. Nevertheless, different guidance controllers may have different tolerance to degradation of the flight controller performance. This is clearly seen from the test results, with the controller #1 having better overall robustness to perturbations of majority of the parameters. An important exception is drag coefficient $C_x$, to which the controller #2 demonstrates sufficiently higher robustness.

The majority of the aerodynamic parameters may be safely scaled up and down more than an order of magnitude. The exceptions are those parameters which directly linked to aircraft capabilities (such as lift coefficient $C_y$ and drag coefficient $C_x$) and primary aircraft response to control inputs (rolling moment due to ailerons deflection $m_{\delta_x}$ and pitching moment due to elevator deflection $m_{\delta_e}$), which is expectable. Other parameters that may cause robustness problems are pitch damping $m_{\delta_p}$ and pitching moment $m_{\delta_0}$. However, they allow a generous range of perturbation as well. It is interesting to note that rudder efficiency $m_{\delta_y}$ may be reduced to zero, indicating that the aircraft possesses high natural yawing stability and active rudder control is not necessary. Comparing Table 6.3 with the respective analysis of the launch controllers in [47, Table 7.4], it may be concluded that the requirements to basic aircraft capabilities, particularly lift and drag, are tougher for launch. This could be expected because after launch the UAV must climb rapidly to gain a safe altitude and lift is crucially important. At the same time, the recovery controllers have a lower limit on drag while the launch controllers do not. This is because the UAV descends during the final approach and too low a drag causes the aircraft to gain unneeded speed.

Finally, robustness to sensor noise will be examined. Since the exact amount of noise for each sensor had not been specified, a reasonable noise power has been placed upon all measurement signals during controller synthesis, considering the nature of the respective sensors. Aerial sensors such as the angle of attack sensor and the airspeed sensor included a fairly large amount of noise, while gyroscopic sensors featured lower level of noise (see Section 3.1.2.4). However, such an approach is not guaranteed to be adequate. This is even more so considering that the simulation time step is too large for correct simulation of white noise (see discussion in Section 5.3.3). For this reason, testing the robustness to noise characteristics is especially important.

The approach in this test is largely the same as in the case of aerodynamic parameters. The noise power is iteratively scaled up by a certain factor and a standard four-scenario test is performed. However, since the maximum allowable amount of noise may be several orders of magnitude higher than the initial value, a larger step $k = \sqrt{2} \approx 1.41$ is used. The maximum scale factor is limited to $10^6$. Testing for reduced amount of noise is not performed, because less noise will not apparently cause any drop in performance. The signals sourced from simi-
lar sensors (for example, three Euler angles or three UAV angular velocities) are processed simultaneously. The results are presented in Table 6.4. These results show absolute noise power (intensity) attained, in respective units. It should be kept in mind that due to possible inadequacy of noise simulation, the results are accurate only to the order of magnitude. It can be concluded that both controllers have very close robustness to noise in the UAV state measurement signals, which is expectable as the flight controllers are identical in both cases. The discordance is attributed mainly to the difference in nominal performance of the two controllers. At the same time, sensitivity to noise in positioning signals is noticeably higher for the second controller.

<table>
<thead>
<tr>
<th>Signal (units)</th>
<th>Maximum noise power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Controller 1</td>
</tr>
<tr>
<td>Airspeed ($V_a$, m/s)</td>
<td>0.125</td>
</tr>
<tr>
<td>Aerial angles ($\alpha$, $\beta$, rad)</td>
<td>$1.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>Load factors ($n_x$, $n_y$, $n_z$, units)</td>
<td>$4.6 \times 10^{-4}$</td>
</tr>
<tr>
<td>Angular velocities ($\omega_x$, $\omega_y$, $\omega_z$, rad/s)</td>
<td>$2 \times 10^{-5}$</td>
</tr>
<tr>
<td>Euler angles ($\gamma$, $\psi$, $\theta$, rad)</td>
<td>$2.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>Radio distances ($d_1$, $d_2$, $d_3$, m)</td>
<td>0.24</td>
</tr>
<tr>
<td>Radio distances rates (m/s)</td>
<td>0.04</td>
</tr>
<tr>
<td>Distance differences ($d_1$–$d_2$, $d_3$–$d_2$, m)</td>
<td>0.018</td>
</tr>
<tr>
<td>Distance differences rates (m/s)</td>
<td>$7.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>Ship angular velocities ($\omega_s$, rad/s)</td>
<td>$2.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>Ship Euler angles ($\theta_s$, rad)</td>
<td>Not used</td>
</tr>
</tbody>
</table>

*The extreme value tested

Table 6.4 Maximum allowable noise power

Overall, these tests have not exposed any significant robustness problems within the controllers. Large variations in single aircraft parameters caused very few control problems. However, such variations cannot realistically judge the performance of the controllers under simultaneous perturbations of multiple parameters. In order to compare the practical robustness of the aircraft, the following tests are performed.

### 6.2.2.2 Simultaneous multiple perturbation tests

These tests involve simultaneous perturbation of all the aircraft variables by a random amount. This style of testing requires many simulations to ensure adequate coverage of the testing envelope.

Normally distributed random scale factors are used for perturbations. The chosen standard deviations are approximately one tenth of the maximum allowed perturbations identified in the previous robustness tests. This means that the majority of perturbed models have only small differences from the nominal model, although occasional models may have a greater perturbation. The same settings have been used in [47] for testing of the launch controller. By running a large number of tests, the effects of simultaneous perturbations may be evaluated.
None of the perturbations will be large enough to cause a significant drop in performance individually, as there is a minuscule chance that the maximum perturbation values will be exceeded (a random number 10 standard deviations away from the mean).

For each of the two controllers, 1000 tests (4000 simulations considering four scenarios) have been carried out. Note that the perturbations were the same for both controllers in each case. This allows to compare the performance between the controllers in similar conditions. The obtained results are somewhat contrasting. For the first controller, 97.2% of the cases tested have NPC < 1.8, i.e. experienced only a small degradation in performance. It is interesting to note that the best NPC is approximately 0.68, indicating that some perturbations deliver superior performance. Four cases (0.4%) have only marginally higher NPC (less than 1.87). Another six cases (0.6%) attained NPC between 2.0 and 5.2 with approximately uniform distribution. The rest of the tests (1.8%) resulted in a crash of the UAV with correspondingly very high NPC. The majority of these cases feature simultaneous one-sided variation of closely related parameters, for example, reduction of both wing area and lift coefficient. This indicates the aircraft capability limit rather than a control problem. This is confirmed by the fact that similar effect is observed for both controllers in these conditions. Only in two of these cases did the second controller manage to recover the UAV (not in all scenarios though, but at least avoided a crash), with nevertheless poor NPC. The worst case saw reduction of wing area by as much as 80% of the allowed perturbation (8 standard deviations!)

Some insight into unfavourable mutual dependency of the model variables can be obtained by calculating the correlation coefficients for the values of model variables that caused unsatisfactory performance. To do this, the model parameters corresponding to 24 cases with poor performance (NPC > 2) have been extracted from the table of results and correlation coefficients have been calculated using the MATLAB’s function `corrcoef`. Considering that the original random perturbations are uncorrelated, high correlation coefficients indicate that simultaneous coordinated variation of the respective pair of parameters may produce poor results. The strongest correlation (coefficients between 0.75 and 0.98)\(^1\) is observed between the following pairs of parameters: yawing moment of inertia \(I_y\), and propeller gyroscopic moment \(M_G\); yawing moment coefficient due to sideslip \(m_{\beta y}\) and rolling moment coefficient due to sideslip rate \(m_{\dot{\beta} y}\); roll damping coefficient \(m_{\omega x}\) and yawing moment coefficient due to roll rate \(m_{\omega y}\); and finally rolling moment coefficient due to yaw rate \(m_{\omega y}\) and yawing moment due to sideslip rate \(m_{\dot{\beta} y}\). It should be noted that this analysis is somewhat superficial and should be used only as a guide for further analysis. In particular, degradation of performance

---

\(^1\) All cases involve positive correlation coefficients, implying that simultaneous increase (or decrease) of the respective parameters takes place. No strong negative correlations have been found.
may be caused by the effect of simultaneous correlated variation of more than two parameters. Nevertheless, the above pairs are indeed physically related and may cause coupling problems between the longitudinal and lateral channels.

One of the cases resulted in a miss in one of the scenarios whilst having NPC < 1.8. This is not impossible considering that NPC is averaged over four scenarios. Although the cost function (6.26) is designed so that a miss should generally produce average NPC > 1.8, this is not always ensured, especially when the UAV missed by a few centimetres.

The second controller showed much poorer robustness. 90.4% of test cases showed NPC < 1.8. At the same time, only 69.8% of the tests reported successful recovery. Such a large proportion of cases which acceptable NPC value but without capture (about 20%) indicates that the controller delivers sufficiently inferior guidance strategy when subject to model uncertainty. This could be expected because this controller uses more positioning measurements. The majority of these cases involve a miss in the tailwind scenario, highlighting a potential guidance problem. The number of cases with a crash in one or more scenarios is 2.8%, which is a significant increase over the first controller as well.

From these tests, the first controller is clearly preferable. However, it must also be tested over a wide range of scenarios. This will test its performance robustness.

### 6.2.3 Performance tests

The procedure of performance testing is very similar to that of the robustness tests. In this case, however, it is the operating conditions that are perturbed rather than the system model. Single perturbation tests are not performed because they have little relevance to the real system. For example, high sea wave is extremely unlikely to occur without high winds, and thus the performance under ship motion alone is not indicative. Nevertheless, some tests concerned about several most important variables will be conducted in Section 6.2.4 in order to determine the operational envelope.

Since the nominal performance estimated by (6.26) may vary significantly in different conditions, the success in each case is judged by several factors separately. The performance is considered satisfactory if:

\[
\text{horizontal miss distance is less than } 1.5 \text{ m;}
\]

\[
\text{AND vertical miss distance is less than } 1 \text{ m;}
\]

\[
\text{AND capture is detected;}
\]

\[
\text{AND impact speed is less than } 30 \text{ m/s.}
\]

(6.29)

In limited circumstances, the arresting wire may be missed even if the miss distance is well within the normal allowances. Such cases include a strong upwind or crosswind gust just before capture, a terminal approach with ascending trajectory and high airspeed, approach with strong crosswind and probably several others.
A recovery which satisfies these conditions will be referred to as accurate recovery. Note that these conditions leave a considerable margin taking into account currently used dimensions of the recovery gear (lengths of the arresting wire and cable), therefore the ‘pure’ success rate based only on capture detection will also be considered (successful recovery).

The Performance Cost is calculated similarly to (6.26) excluding the cost for control activity and control effort (see also (6.27)):  
\[
PC = 40\Delta h_1^2 + 20\Delta z_1^2 + 50|\gamma_1| + 25|\psi_1| + 50f_v + 20f_H
\]

This provides an estimation of the overall guidance quality. PC = 0 indicates a perfect recovery.

The performance test is very similar to the tests performed during the guidance controller evolution. Most of the environmental conditions are varied the same way (see page 250). These include initial states of the UAV and the ship and most of the atmospheric properties. Note that semi-deterministic variation of the UAV position that has been used in fitness evaluation procedure is not employed. Several additional factors are also included in order to allow a more realistic simulation of the real world environment. First of all, tests are performed for Sea States 2 to 6 (the controller evolution used only Sea State 6). A series of tests is carried out for each Sea State in order to determine the performance in different sets of conditions. Secondly, ship speed is allowed to vary in addition to random periodic ship motion. This is especially important for correct simulation in a calm environment, as a high ship drive may generate a significant amount of turbulence in the airwake even though the ambient atmospheric turbulence may be nearly zero. In the tests, ship speed is set randomly between 0 and 12 m/s with uniform distribution. The maximum value is approximately 85% of the maximum speed of ANZAC frigate (27 knots).

Wind settings are generated according to the algorithm used for controller evolution (page 250), with additional checking that tailwind does not exceed a moderate value of 7 m/s (at the initial altitude). It is implied that an opposite approach direction will be chosen if greater tailwind component exists. In order to avoid an excessive number of cases with the extreme wind speed, the random values that are generated for wind speed are not saturated at the defined bounds. Instead, the wind parameters are sampled again until a satisfactory combination is found. Note that wind speed is measured with respect to the ship (the wind over deck), therefore the UAV may need to compensate a fairly high ‘virtual’ wind even in a dead calm sea if the ship speed is significant. For the default boom location (see Fig. 3.11), this will be primarily a crosswind. However, other boom locations will also be investigated.

Finally, the gust model (Section 3.2.3) is employed. Up to 5 gusts are included over the simulation time. The time of occurrence is uniformly randomly distributed over a 40 second
interval (the exact flight time is unknown in advance; however, a great majority of flights is less than 40 s). It is not impossible that two or more gusts superimpose. The ramp time (the time in which the gust magnitude reaches the maximum and in which it falls to zero) is a normally distributed random value with a mean of 0.3 s and standard deviation of 0.2 s, with a lower bound of 0.05 s. The time length of each gust is given by an absolute normal distribution with a standard deviation of 3 seconds, ensuring additionally that the length is greater than the double ramp time chosen previously. This implies that any gust will reach its maximum magnitude. The magnitude of the gust depends on the Sea State, although not as strong as wind speed does. The magnitude is given by an absolute normally distributed random number with a standard deviation of 0.3 m/s for Sea State 0 to 1 m/s for Sea State 6, with linearly distributed values for intermediate Sea States. The direction of the gust is selected from $[0; 2\pi]$ with equal probability, whilst the inclination is normally distributed with a standard deviation of 11.25°. Largely similar gust settings have been used for testing of the launch controller [47], although with no regard of Sea State.

It is believed that these variations provide realistic enough simulation of real world environmental conditions. Where possible, standard design values are used [3, 4], particularly wind speed, turbulence parameters and ship random motion, with moderate randomisation.

Given these variations, multiple simulations may be conducted and the performance of the UAV may be analysed using the recovery success rate and the performance cost (6.30). Although the controller #2 experienced some robustness problems during previous tests, its performance is tested as well to obtain a more comprehensive picture. Similar to robustness tests, the same random variations are used for both controllers. Simulation time is limited to 120 seconds to protect the model from possible conditions where the ship is out of reach. Even though the headwind component is limited, exceptional crosswind in a combination with high ship speed may result in such conditions.

### 6.2.3.1 Default recovery boom position

The configuration used for controller synthesis will be investigated first. It uses a fixed recovery boom located at the bow of the ship (Fig. 3.11). The tests start from Sea State 2 (SWH)\(^1\) (‘smooth sea’). 200 simulation runs have been performed in these conditions. As expected, 100% of the tests were successful for both controllers. The first controller showed marginally better PC (average 24.7 vs. 26.7 for the second controller). Average miss distance did not exceed 20 centimetres horizontally and 9 centimetres vertically. The flight time varies from 9.3 s to 22.8 s, mostly due to ship drive. Analysis of the flight time histories shows that in the cases of a headwind (which corresponds to crosswind for the ship), ship airwake plays a

---

\(^1\) All tests are performed with respect to the Significant Wave Height. See footnote 2 on page 263.
dominant role in atmospheric disturbances during the last 2–3 seconds of flight. The tests for Sea States 0 and 1 are not performed because the results are expected to be perfect as well.

The tests at Sea State 3 demonstrated very similar results. All of the recovery attempts were successful. A very minor increase in Performance Cost is observed (average 26.6 and 28.4 for the controllers #1 and #2 respectively). Maximum flight time, however, increased to 33.5 s due to greater wind.

The tests at Sea State 4 (‘moderate sea’) saw first failures. In order to obtain a more reliable statistics, 500 simulations have been carried out for each controller. For the first controller, 4 complete failures\(^1\) have been detected. Physically, these are not crashes. All these cases involved nearly maximum ship speed (more than 11.5 m/s) and a strong (for Sea State 4) crosswind of about 8 m/s in the approximately opposite direction to the ship (i.e. headwind for the ship). This forces the UAV to turn into the wind and the simulation eventually stops on the condition that yaw angle reaches 90°. This means that the aircraft moves parallel to the ship, having no means for further approach. Even if some tailwind component is present (with respect to the approach direction), such attitude of the UAV makes recovery almost impossible. In two other cases with similar conditions, the UAV manages to approach the recovery boom, which takes more than 90 and 100 seconds respectively, but misses it due to prolonged exposure to strong downwash in the ship’s airwake and unfavourable cable position. No other specific problems have been identified. In other test cases (98.8%) the UAV has been successfully recovered. Applying tougher performance requirements (6.29), 97.6% cases can be considered successful. Four of six cases that do not fall in this category had excessive impact speed, while two other cases exceeded the required miss distance. Performance Cost (considering the successful cases) shows only a small degradation over the previous test conditions, averaging to 30.9. Average miss distance is approximately 0.25 m.

The second controller is slightly less successful. It demonstrates similar problems to the first controller in all the cases analysed above, plus entails three other cases with large miss distances. They are attributed to headwind combined with the large scale atmospheric disturbances, again mostly due to ship airwake. Among the successful 98.2% cases, average PC is 31.8. Miss distances are very close to those attained by the first controller as well. In 96.8% of the cases, the requirements (6.29) are satisfied. Two of the cases rejected as inaccurate have excessive speed and the rest have the miss distance larger than required.

The main problem identified in this analysis can be solved straightforwardly. The difficulty in reaching the ship arises when the longitudinal component of the wind over deck ex-

\(^1\) The term ‘complete failure’ is used to indicate either a crash or a condition where the UAV did not reach the recovery boom within 120 seconds. This is in contrast with failure where the UAV reaches the boom but fails to capture the arresting wire.
ceeds approximately 19 m/s. Wind over deck can be measured onboard the ship. If this figure is reached, the ship can reduce its speed for a few minutes. Alternatively, if in addition a moderate crosswind component is present (with respect to the ship), the approach can be done from the upwind side.

However, a more elegant solution can be found. The final approach may be included into the navigation task solved by the common navigation (mission) controller. That is, instead of guiding the vehicle to the approach corridor entrance on the perpendicular to the current location of the recovery boom (Fig. 6.19, A; see Section 2.4.2), the rendezvous point is estimated and the corridor entrance corrected in view of the future ship location (Fig. 6.19, B). Considering the Proportional Navigation nature of both controllers, this correction should not distract the guidance, assuming that the ship moves uniformly. If the correction is ideal, the UAV will fly along a straight line under the PN law, as shown in Fig. 6.19, B. This can be further elaborated to include the crosswind component (for the UAV), so that the UAV will not need to compensate it during the final approach. However, for the guidance laws employed this may have a negative effect, because these laws do not use the wind data nor any other information to pre-plan the flight path. The guidance controllers will make the UAV to fly with no regard of such a correction.

Correction of the approach corridor entrance location can be calculated as follows. The ship crosswind component $W_{cs}$ is measured onboard the ship. It will constitute the tail or headwind for the UAV, having a direct effect on the approach time. Wind measurements should be taken approximately at the altitude of the flight path (this can be done by installing the wind vane at the highest antenna on the ship), or the increase of wind speed at the actual altitude should be estimated and taken into account. The flight time is estimated taking into account the approach distance $X_e$ (normally 300 m), the measured wind speed $W_{cs}$ and the normal approach airspeed of the UAV $V_{a0}$, which is 22 m/s. Finally, the distance that ship will travel in this time is calculated taking into account the ship forward speed $V_s$, which is known from the ship navigation data. The respective coordinate of the corridor entrance is then corrected by this distance:

$$\Delta x_s = \frac{X_e V_s}{V_{a0} + W_{cs}}$$

(6.31)
where the correction $\Delta x_s$ is given in the ship axes frame. It is added to the lateral coordinate $Z_e$ of the entry point (see Fig. 2.14 in Section 2.4.2).

It should be noted that this solution will not solve the problem completely. Crosswind in excess of about 19 m/s will still render the approach unfeasible in many cases. This is the aircraft limit considering that the airspeed is about 22 m/s and not the limitation of the controller. Even if the navigation controller would take the crosswind into account and planned the approach accordingly, any error involving wind compensation (i.e. when the UAV moved too far downwind) would be difficult to correct. Nevertheless, the crosswind is now expressed in world coordinates with respect to the UAV and not to the ship. This enables the ship to maintain its speed in strong headwind conditions and thus extends the operating envelope.

The above ship drive correction has a negative effect on the positioning system employed in this work. In this configuration, the aircraft flies at a substantial angle (up to 40–50°) to the recovery boom. However, ship motion is compensated in the positioning signals under the assumption that this angle is small (see Section 5.2.1.2.2). In the default configuration (forward boom located at the bow, Fig. 3.11), ship roll is subtracted from the measurements of the vertical UAV position and velocity. When the UAV is at an angle to the boom, the influence of ship roll is diminished but ship pitch emerges. Unfortunately, this cannot be compensated without knowing the actual UAV position with respect to the ship at every moment of the approach. As it turned out in the guidance controller synthesis, the guidance controller does not need the position data, it only uses the relative velocities. However, if this data is available to the ship (only the angle (azimuth) is needed), it can be used to correct compensation of ship motion. Some of the positioning systems (e.g. radar based) can naturally provide the angular location of the aircraft. This can be as well implemented in the current system using the measured distance differences (Section 5.2.1.2.1). Alternatively, a constant correction corresponding to the pre-planned azimuth can be used. For pure Proportional Navigation law, the azimuth will be nearly constant if the initial UAV position is exactly as planned by (6.31). However, this may produce unsatisfactory results if the actual angle is different due to inaccurate wind measurements and various disturbances, which is especially likely to happen close to the boom, exactly where precise positioning is needed. To provide correct measurements for the guidance controllers, the correction using the measured UAV azimuth has been implemented within the positioning system.

To verify the effect of the above upgrades, another set of 500 simulations have been performed for each controller. Apart from the correction of the initial UAV position, the conditions were similar to the previous test. Note that a random component of the lateral position have been included as usual. This makes an allowance for inaccuracies of the navigation planning. The results are somewhat mixed. In terms of reliability, a significant improvement
is achieved. No complete failures happened with the first controller and only one complete failure occurred with the second controller. This failure happened for the same reasons as previously. The UAV had a sufficient miss to the right a few metres before the boom but could not compensate it due to unfavourable combination of wind and ship speed. This is a good illustration to the above discussion about the aircraft limitation. In a less hostile environment, such a correction does not represent any problem. Apart from this case, two recovery failures (misses) have been detected for either controller. All of them are attributed to atmospheric disturbances combined with unfortunate boom velocity and position. In two of these cases, a strong gust occurred 2–3 seconds before crossing the boom. In other cases, ship airwake played the major role. In all these cases, a go-around was possible.

Considering the successful captures, some interesting results are observed. The controller #1 experienced a noticeable drop in guidance accuracy. A significant portion of the cases does not satisfy the requirements (6.29), with mere 93.2% (466 flights) considered fully successful (compared to 97.6% in the previous test without the corridor entrance correction). Many cases (2.6%, 13 flights) indicate excessive impact speed. In 19 cases the miss distance is larger than required. The largest average miss distance is 0.45 m, almost twice as large as without the ship drive compensation. As can be expected, mostly the horizontal accuracy has suffered. Average PC is 35.1 (compared to 30.9 in the previous test). It is interesting to note that the second controller did not exhibit such accuracy degradation. On the contrary, it demonstrates improvement which could be expected from the first controller as well. 97.8% of cases can be considered fully successful, complying with (6.29). Only two cases exceeded the desired accuracy and six cases indicated excessive impact speed. The average miss distance is 0.26 m in both planes and the average Performance Cost is 29.0. Analysing the guidance law (6.22), it may be reckoned that such robustness to different configurations in the horizontal plane is attributed to the horizontal relative velocity $V_{zT}$ term.

In view of these results, the tests in the other two Sea States are conducted in both configurations, with and without the ship drive compensation. Considering that a greater range of conditions should be covered and that the negative effects on performance may be complicated in a hostile environment, 2000 simulations have been performed for Sea States 5 and 6.

In Sea State 5 (‘rough sea’), ship roll amplitude reaches 15° and decrease in performance is considerable. Without the ship drive compensation, the picture is similar to the previous case. Controller #1 achieves slightly better results in terms of both success rate and accuracy. 91.1% of recovery attempts were successful and in 85.6% of cases attained the required accuracy. Among the successful captures that do not satisfy the requirements are 39 cases (1.95%) with excessive impact speed. At the same time, a significant percentage of attempts (5.55%) resulted in a complete failure. Average PC reached 40.4, with average miss distance
(excluding complete failures, for which miss distance is not applicable as such) of about 0.4 m. The respective figures for the second controller are: 87.1% captures, 81.8% of cases satisfied accuracy requirements, 1.25% had excessive speed, 6.7% complete failures. Average PC is 39.6, average miss distance is 0.44 m horizontally and 0.59 m vertically.

About two thirds of complete failures are attributed to inability for the UAV to reach the ship. However, unlike the situation with Sea State 4, many failures (about one third) can be credited to unfavourable recovery boom motion which could not be compensated and to unsuitable UAV attitude at the moment of capture. This is often combined with unfortunate gusts and other atmospheric disturbances in the last seconds of flight. An example of failure of such nature is shown in Fig. 6.20.

With the ship drive compensation enabled, both controllers behave similarly to Sea State 4. The first controller experiences a drop in performance, while the second controller improves its results. The performance results are the following (the data in brackets are for the controller #2): 90.6% (91.6%) captures, 71.7% (86.0%) of recoveries are accurate enough to satisfy (6.29), average PC = 60.8 (43.0), average miss 0.78 m (0.39 m) horizontally and 0.69 m (0.56 m) vertically, 2.4% (0.6%) captures with an excess of speed. Nevertheless, the number of complete failures decreased dramatically for both controllers, totalling 1% (2.9%).

The results for Sea State 6 (‘very rough sea’), the worst case considered with ship roll up to 22.5°, follow the established pattern. The following results are obtained without the ship drive compensation: 69.5% (67.0%) captures, 56.3% (56.2%) accurate recoveries, average PC = 58.0 (50.5), average miss 0.87 m (0.58 m) horizontally and 0.85 m (1.0 m) vertically, 2.4% (1.9%) captures with excessive speed. Considering the percentage of complete failures, which is 14.5% (16.1%), it may be concluded that Sea State 6 is indeed extreme conditions.
Note that the results are very close for both controllers, which may indicate approaching physical limitations of the vehicle.

The ship drive compensation still sufficiently improves the number of complete failures, which is in this case 5.2% (8.2%). The great majority of these failures are of the same type that shown in Fig. 6.20. However, other results are on the same level for the second controller and deteriorate for the first controller. This implies that when previously the UAV could not reach the boom properly, the ship drive compensation enables it to be done but does not preclude from a large miss. The accuracy results are the following: 63.2% (67.6%) captures, 39.0% (54.6%) accurate recoveries, average PC = 80.4 (57.5), average miss 1.7 m (0.63 m) horizontally and 1.2 m (1.0 m) vertically, 4.6% (2.0%) captures with excessive speed.

The obtained results are summarised in Table 6.5.

<table>
<thead>
<tr>
<th>Sea State</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Controller</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Successful recoveries, %</td>
<td>100 100 100 100 98.8 98.2 99.6 99.4 91.1 87.1 90.6 91.6</td>
<td>69.5 67.0 63.2 67.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accurate recoveries, %</td>
<td>100 100 100 100 97.6 96.8 93.2 97.8 85.6 81.8 71.7 86.0</td>
<td>56.3 56.2 39.0 54.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recoveries with large miss, %</td>
<td>0 0 0 0 0.4 0.8 3.8 0.4 3.4 4.0 16.2 4.2</td>
<td>9.3 7.7 18.2 9.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recoveries with overspeed, %</td>
<td>0 0 0 0 0.8 0.6 2.6 1.2 1.95 1.25 2.4 0.6</td>
<td>2.4 1.9 4.6 2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complete failures, %</td>
<td>0 0 0 0 0.8 1.0 0 0.2 5.55 6.7 1.0 3.0</td>
<td>14.5 16.1 5.2 8.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average PC</td>
<td>24.7 26.7 26.6 28.4 30.9 31.8 35.1 29.0 40.4 39.6 60.8 43.0</td>
<td>58.0 50.5 80.4 57.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average horizontal miss, m</td>
<td>0.09 0.06 0.13 0.11 0.22 0.24 0.32 0.26 0.40 0.59 0.69 0.56</td>
<td>0.85 1.00 1.2 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average altitude miss, m</td>
<td>0.14 0.20 0.18 0.21 0.26 0.27 0.45 0.27 0.42 0.44 0.79 0.39</td>
<td>0.87 0.58 1.7 0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Percentages are given with respect to all attempts. Notes: ¹ Considering (6.29). ² See footnote 1 on p. 283. ³ For successful recoveries. ⁴ Excluding complete failures.

Several conclusions can be made analysing this data. Overall, the performance is quite reasonable. A degradation at high Sea States is expectable and is attributed to an extreme level of uncertainty present in the environment. The ship drive compensation proves to be effective, considerably reducing the number of complete failures where the UAV is unable to reach the ship and extending the operating envelope. This improvement overcomes the negative effect of some deterioration of guidance accuracy for the first controller, which may be compensated by using a longer recovery boom. The second controller, generally showing inferior results, performs quite well with the ship drive compensation. However, it should be noted that this controller always shows considerably higher rate of complete failures. Analysis of trajectories reveals that this is due to lower profile of approach and a characteristic feature of the positioning system. The UAV initially descends deeper than with the first controller, continuing the approach almost level to the boom. In some cases which involve a substantial horizontal deviation and a rapid rise of the boom due to ship motion a few seconds before in-
tended capture, the UAV position violates the operating conditions of the positioning system (see Section 5.2.1.2.1). The system then supplies incorrect information and the UAV diverts from the boom. Another consequence of the low profile is higher chances of a collision with a wave and in some configurations with ship superstructures. Although waves are not modelled, this should be taken into account for actual design.

The same tendency to a low approach has a small positive effect. Steep dive is rarely needed at the terminal part of approach. Fairly often, the UAV even needs to climb at the final stage. For this reason, the number of cases with a too high impact speed is notably lower than that for the first controller. As noted earlier, the aircraft accelerates with idle engine even at very moderate glide angles. However, this can be considered as a deficiency of the UAV Ariel design, which is not intended for such an active manoeuvring. Since this UAV is used in this study only as an example, this effect may be ignored.

6.2.3.2 Pivoting recovery boom

The next configuration to be considered involves the adjustable boom which can be rotated 70 degrees to either side (Fig. 3.11). This construction has been proposed to enable an almost unconstrained choice of approach directions, which is helpful to avoid crosswinds for the UAV during the final approach. A negative property of the orientating boom is large amplitude of its motion at the extreme angles, including significant lateral rocking due to ship roll motion. These amplitudes are analysed in Section 3.4.1. It should be kept in mind that an adjustable boom is a more complex and expensive installation than a fixed boom, hence it should be used only if it offers a substantial advantage in terms of performance.

To analyse performance of the controllers with the pivoting recovery boom, only an extreme boom position (70° to the left) will be considered. If it gives a noticeable positive effect, other positions may be investigated. In general, intermediate positions are expected to produce the results between those obtained in the current test and those corresponding to the neutral boom position (Table 6.5), with the extreme angle being the worst case in terms of boom amplitude of motion. What is to be investigated is whether an absence of crosswind will overcome the effect of greater boom oscillations and deliver a better guidance accuracy and success rate than those already achieved. Of the two possible approach directions with the given boom position, the approach from the stern of the ship is simulated. In reality for non-zero ship speed, the majority of recoveries will be attempted from this direction as it usually entails lower impact speed due to headwind component with respect to the ship. This direc-

---

1 It may also be reminded that the approach speed is reduced with respect to the design value. This is discussed in Section 6.1.1.
tion is also expected to be slightly more difficult for precise approach due to potentially longer exposure to ship airwake.

Since the results for Sea States 2 and 3 were perfect in terms of success rate, the analysis starts from Sea State 4. Although the ship drive compensation is less useful in this configuration because the velocity component to be compensated is only \( V_s \cos 70^\circ \approx 0.34V_s \), it is employed in view of the results obtained in the previous test. The tests with no compensation are performed as well. Since the boom is supposed to be positioned so that little or no crosswind component exists (this may be ensured using a simple vane to determine the wind over deck direction), wind azimuth is selected differently to the previous configuration. Considering the limitation of 70°, in the worst case (for tail or headwind with respect to the ship) wind azimuth will be 20° relative to the approach direction. In view of this, relative wind azimuth is chosen as a normally distributed random number with a standard deviation of 10°. Head or tailwind direction may occur with equal probability. The hard bounds are applied as usual (see page 282), ensuring that no severe tailwind is present and the headwind, if any, allows the aircraft to reach the ship. Other test parameters are the same as used in the previous section.

The collated results are presented in Table 6.6. Testing stopped at Sea State 5, because almost no improvement over the previous case is achieved. The first observation is that the second controller performs very poorly, no matter with or without the ship drive compensation. The main reason for this is much greater lateral amplitude of the boom (nearly four times that with the neutral boom position) for which the lateral guidance law is apparently not optimal. Combined with the problems identified earlier, it renders the second controller of little use in this configuration. Several crashes into the water have also been observed for this controller at Sea State 5.

<table>
<thead>
<tr>
<th>Sea State</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ship drive compensation</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Controller</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Successful recoveries, %</td>
<td>99.6</td>
<td>89.6</td>
</tr>
<tr>
<td>Accurate recoveries, %</td>
<td>97.2</td>
<td>81.2</td>
</tr>
<tr>
<td>Recoveries with large miss, %</td>
<td>1.6</td>
<td>8.4</td>
</tr>
<tr>
<td>Recoveries with overspeed, %</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td>Complete failures, %</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>Average PC</td>
<td>24.1</td>
<td>45.1</td>
</tr>
<tr>
<td>Average horizontal miss, m</td>
<td>0.46</td>
<td>0.68</td>
</tr>
<tr>
<td>Average altitude miss, m</td>
<td>0.20</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Percentages are given with respect to all attempts. Notes: \(^1\) Considering (6.29). \(^2\) See footnote 1 on p. 283. \(^3\) For successful recoveries. \(^4\) Excluding complete failures.

Table 6.6 Recovery performance statistics with the boom at 70°

As expected, the effect of the ship drive compensation is less pronounced than with the neutral boom position due to smaller ship velocity component to compensate and low cross-
wind. For the same reasons, the occurrence of complete failures is lower without the compensation as compared to the tests with neutral boom position. In addition, the success rate in some cases is slightly better than with the fixed boom. At the same time, the accuracy in terms of Performance Cost and miss distances is considerably lower. This is again due to greater boom oscillations. As a result, it may be concluded that such performance does not justify installation of the adjustable boom.

6.2.3.3 Side recovery boom

The last configuration that deserves thorough investigation employs the side boom as illustrated in Fig. 3.10. As discussed in Section 2.3.6.2, this location is more convenient from the point of view of the infrastructure of the frigates currently in service. On the other hand, it is more difficult to provide a necessary clearance to the ship structures with the side boom. Other potential difficulties include high amplitude of motion of the boom and prolonged exposure of the approaching UAV to the ship airwake.

In this case, the ship drive compensation is not necessary, because the UAV approaches along the ship’s velocity vector. The performance tests have been conducted in this configuration similarly to those for the default boom location, starting from Sea State 3. The results are shown in Table 6.7. As it can be seen, the controllers exhibit quite poor performance, with the second controller prone to failures even in Sea State 3. Investigation of the trajectories allows to attribute such a behaviour of the controller #2 to its bias to the low altitudes and to the right, which is due to presence of the absolute terms in the guidance laws (6.22). In some circumstances, it causes failure of the positioning system (see page 289).

<table>
<thead>
<tr>
<th>Sea State</th>
<th>Controller</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful recoveries, %</td>
<td>100</td>
<td>86.5</td>
<td>98.6</td>
<td>88.4</td>
<td>72.4</td>
</tr>
<tr>
<td>Accurate recoveries, %</td>
<td>100</td>
<td>82.0</td>
<td>91.8</td>
<td>80.6</td>
<td>46.0</td>
</tr>
<tr>
<td>Recoveries with large miss, %</td>
<td>0</td>
<td>4.5</td>
<td>6.0</td>
<td>7.6</td>
<td>23.6</td>
</tr>
<tr>
<td>Recoveries with overspeed, %</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>0.2</td>
<td>2.8</td>
</tr>
<tr>
<td>Complete failures, %</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>Average PC</td>
<td>14.1</td>
<td>34.1</td>
<td>37.1</td>
<td>42.4</td>
<td>72.2</td>
</tr>
<tr>
<td>Average horizontal miss, m</td>
<td>0.27</td>
<td>0.68</td>
<td>0.60</td>
<td>0.79</td>
<td>1.36</td>
</tr>
<tr>
<td>Average altitude miss, m</td>
<td>0.19</td>
<td>0.66</td>
<td>0.27</td>
<td>0.73</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Percentages are given with respect to all attempts. Notes: ¹ Considering (6.29). ² See footnote 1 on p. 283. ³ For successful recoveries. ⁴ Excluding complete failures.

Table 6.7 Recovery performance statistics with the side boom

There are two main reasons for such a poor performance of both controllers in this configuration. The first is very strong lateral oscillations of the recovery boom. Unlike the default boom position, ship motion causes not only translational displacement of the boom but also significant rotations (see analysis in Section 3.4.1). Apart from being an additional dis-
turbance of the target point as such, this interferes with the signals of the positioning system, which does not compensate this component of motion. It may be noted, however, that the order of this interference can be estimated to be not more than 8–10% in terms of accuracy (cosine of roll amplitude, see Section 5.2.1.2.1). To give a picture of the level of disturbances present in this configuration, a sample test case is demonstrated in Fig. 6.21. Note the traces of the tips of the boom (dashed lines). One can compare this graph with any of Fig. 6.12 to Fig. 6.18, they are generated for the same Sea State and thus for the same ship amplitude but in the default configuration.

High lateral translational oscillations are especially destructive in combination with a tailwind, which produces a higher closing rate. As indicates the analysis of failures, the UAV often reaches its physical limits, banking left and right with maximum rates at close distances in order to catch up with the current boom location.

The second reason is severe disturbances due to ship airwake, especially its vertical component $W_y$. A sample can be seen in Fig. 6.21 on the right. In free air, vertical turbulence is normally not as high as the horizontal components. However, ship motion generates a lot of vertical disturbances (wind changes up to 5 m/s within a second can be seen in Fig. 6.21; if not for the strong downwash in the last second of flight, this case would be successful). These disturbances come primarily from the periodic component of the airwake model (Section 3.2.4). At the same time, as noted in Section 3.2.4.2, validity of this component is questionable for high amplitudes. For this reason, the same tests have been repeated without the airwake model. The results are shown in Table 6.8 (Sea States 4 to 6):
Comparing it with Table 6.7, some interesting observations can be made. First, the contribution of airwake indeed proved to be huge. The results for Sea States 4–5 improved dramatically, approaching the performance level in the default configuration. In terms of complete failures rate, these are the best results achieved. At the same time, accuracy and success rate for Sea State 6 did not change noticeably. This indicates that in these conditions ship amplitude is the limiting factor (in Sea State 6, it is approximately 1.5 times as high as in Sea State 5).

In view of this, if the side boom location is to be chosen for any particular reason, a thorough investigation of ship airwake should be conducted. Only with a comprehensive and validated airwake model, reliable simulation results can be obtained. Other configurations are generally less affected by airwake and the respective results are expected to be more consistent with reality.

### 6.2.4 Operating envelope

The results obtained in the previous section can be used to ascertain the operating envelope of the recovery system. By examining the conditions under which recovery is successful and those under which recovery fails, it is possible to arrive at a set of limiting conditions for recovery. In addition, another set of tests can be conducted to determine the limiting conditions.

It is important to keep in mind that recovery is a stochastic procedure with many uncertain factors such as unpredictable gusts, turbulence and ship position. There is no envelope under which successful recovery is guaranteed, although the probability of failure in calm seas and mild winds may be extremely low. For this reason, the operating envelope can be considered as a probability field in the multidimensional space of operating conditions. Every point in this field shows the probability of successful recovery under the respective conditions. Some of the conditions may set hard bounds, beyond which recovery is physically impossible. Other conditions may set soft bounds, where probability of success gradually de-
creases as the conditions change. By applying a specified tolerance, the allowable range of conditions can be defined. Tougher tolerance will define a narrower operating envelope. Usually, it is up to the end user to take up the risk and to define an allowable rate of failures.

In the previous section, the effect of wind, turbulence and ship motion has been covered comprehensively and the success rate under the typical sets of conditions has been obtained. It can be seen, for example, that in Sea State 5 successful recovery can be expected in about 90% of cases (in default configuration). However, Sea State is only a general description of a wide range of conditions. It is a measure of severity of the atmospheric and sea conditions. Sea State encompasses the amplitude of motion of the ship, average wind speed and level of turbulence. Meanwhile, the actual values of some of the parameters may have a significant effect upon the success rate. For example, recovery with a headwind may deliver a substantially higher success rate than recovery with a crosswind of the same magnitude in the same Sea State. If this information is known, it may help to plan the recovery procedure more carefully. This is especially important for the parameters which are controllable to some extent, such as the aforementioned wind direction (with respect to the flight path).

From the previous analysis it can be concluded that wind speed and direction play major role in determining the success of recovery. Apart from affecting the guidance accuracy and hence the success rate, wind sets hard bounds to the recovery process. For this reason, additional investigation is conducted in this section to determine the limits of operation of the aircraft in terms of wind parameters.

The absolute limits are generally determined by the airspeed of the aircraft. As a rule, it is not productive to expect the UAV to cope with the winds that are greater than its airspeed. Whilst it is not impossible to provide recovery in greater wind (relying on the airstream instead of compensating it), practicality of this feature remains dubious. At the very least, navigation control will be difficult if possible at all in such a strong wind. Therefore, considering that the approach airspeed is 22 m/s, this is set as the extreme value for testing.

Simulations are performed in the default configuration (fixed recovery boom at the bow) for the controller #1 with the ship drive compensation enabled. This is identified as the most suitable combination, considering the results of the robustness and performance tests. The simulation scenario involves explicitly defined steady wind parameters, Sea State and ship speed, while all other parameters are chosen similarly to the performance tests. In this case, Sea State determines only the amplitude of ship motion. Note that turbulence intensity is determined by the wind speed. Since the steady wind model includes variation of the wind speed with altitude, wind speed is recalculated to the reference altitude of 6 m. In order to provide the maximum wind of 22 m/s at the actual altitudes of flight (about 15–40 m), the maximum reference wind at 6 m is taken as 16 m/s. At the altitudes above 36 m, average wind
speed may exceed the normal airspeed of the vehicle (note that the nominal altitude at the begin-
ing of approach is 30 m with the allowed standard deviation of 5 m). If the initial altitude
happens to be higher than 36 m, the UAV will never reach the ship (in the case of headwind)
unless it descends to lower altitudes. Even then, it may take too long time (more than the limit
120 s), considering that at the boom level (16 m) the wind will be greater than 19 m/s. This
fact may contribute to the success rate for extreme winds.

During the tests, wind is varied as follows. Wind azimuth changes deterministically
from 0 (tailwind) to 180° (headwind) with step 30°. For each azimuth, wind magnitude is var-
ied from 6 to 16 m/s with step 2 m/s. However, to exclude high tailwinds which are not nor-
mal for recovery, the range of magnitudes for azimuths 0° and 30° is 5 to 8 and 5 to 9 m/s re-
spectively with a smaller step of 1 m/s. Wind magnitudes below 5–6 m/s are not tested, it is
expected they will not represent a noticeable problem.

For each wind setting, 100 simulations are performed. The number of successful re-
coversies, as well as the number of accurate recoveries that satisfy the conditions (6.29), is re-
tained. It determines the success rate of recovery in the respective conditions. The random
factors include initial UAV position, initial phase of ship motion, turbulence (including air-
wake) and gusts. In some cases, the combination of these conditions may not be consistent
within the typical real world environment. For example, severe winds rarely occur in calm
seas, although locally this is not impossible. Nevertheless, such conditions allow to ascertain
the effects of wind more informatively.

On the basis of these results, contour plots with the lines of equal probability of suc-
cess are generated. Due to the very large amount of computation required (nearly 4000 simu-
lations for each case), only the results for two Sea States (2 and 5) and for an idle ship are pre-
sented. They allow nevertheless to trace the influence of ship motion on the success rate for
given wind parameters. Sea State 2 represents a calm sea, where ship motion has very little
effect on guidance accuracy (see Table 6.5). Therefore, the pure effect of wind can be ob-
served. In contrast, ship motion in Sea State 5 is significant enough to cause occasional fail-
ures even in low winds, but on the other hand it is not as critical as in Sea State 6 to over-
shadow the effect of wind.

The plots for the above conditions are presented in Fig. 6.22. The two plots on the left
hand side illustrate the chances of capture of the arresting wire by the UAV. They do not take
into account the impact speed, which may be quite high for tailwinds. Nevertheless, these
graphs are useful to determine the guidance abilities of the controller. It can be seen that cap-
ture is guaranteed for crosswinds up to 12 m/s with any practicable tailwind, even in rough
sea. For headwinds, ship motion becomes increasingly important. In calm seas, wind up to
14 m/s does not represent serious guidance difficulties. Some degradation is observable only
Fig. 6.22 Probability of successful capture of the arresting wire and probability of meeting the accuracy requirements (6.29) for different winds and Sea States. The contours are interpolated from the data points shown in boxes. White area is untested.
when the crosswind component approaches 12 m/s. An abrupt drop in capture probability
starts as wind speed exceeds 14 m/s, indicating the physical limitation of the aircraft. In rough
sea, headwind plays a dominant role in determining the success rate. It indicates that low clos-
ing rates are unfavourable for guidance to a moving target. This somewhat counterintuitive
result comes from the absence of guidance at the last metres of approach (see Section 5.2.1.3).
This is an important observation, which may lead to redesign of the terminal guidance algo-

erithm and/or positioning system when physical implementation is considered. However, even
for winds up to 14 m/s in any direction, there are about 80% chances of capture. For stronger
winds, the chances fall quickly, similar to the case of low amplitudes of ship motion.

It is important to note that these data consider the nominal dimensions of the recovery
gear accepted in this work (see Sections 2.4.2 and 2.4.3), i.e. 10 m long cable hook and 6 m
long arresting wire with 0.5 m safety margins. If one is to limit the length of the arresting wire
to 3 m (plus possible margins), right hand plots should be considered. They represent the
probability of successful capture, taking into account tighter tolerances to the miss distance
and also impact speed. The tolerance to the vertical miss (1 m) is strict, but it cannot be easily
translated into the cable length requirements (see footnote on page 281).

In a calm sea, tougher miss tolerances provide almost the same rate of success, which
can be seen comparing the left and right plots for tailwinds. The 95% and 98% probability
envelopes are very similar. Only extreme winds do cause a noticeable difference, apparently
due to the high level of turbulence. Presence of a headwind, however, quickly causes violation
of the maximum allowable impact speed, making safe recovery for tailwinds greater than
about 6 m/s very unlikely. It should be noted that this limit is fully determined by the design
requirements. There is little that any controller can do, considering that the UAV already flies
with nearly minimum airspeed.

With greater amplitude of ship motion, the changes in success rate due to tougher tol-
erances are more evident. Only for wind speed below 6–7 m/s and tailwind not more than 2–
3 m/s, safe recovery can be almost guaranteed. This implies, however, that in mild turbulence
accurate and reliable guidance is possible even to an intensely oscillating ship. In a standard
for Sea State 5 wind speed 25 kn (12.5 m/s) [3], there are 70% (at an azimuth of 150°) to 97% (for pure crosswind) chances of accurate recovery, which agrees well with the results of per-
formance tests (Table 6.5). In the presence of a tailwind, impact speed becomes the dominant
factor, and the picture is similar to that at Sea State 2. Interestingly, the results for Sea State 5
demonstrate noticeable improvement for tailwind scenarios as compared to Sea State 2. This
is due to violent ascending manoeuvres which take place in some cases where significant alti-
tude correction must be made in the last moments. Such manoeuvres cause the speed to fall,
with the autothrottle initially unable to compensate it due to the slow response of the engine.
In a calm sea, these manoeuvres are rarely needed, and the aircraft is almost sure to exceed the speed limit if the tailwind component is greater than a certain value (about 5.5–6 m/s).

Overall, the controller demonstrates quite consistent and predictable behaviour across the operating envelope, showing good performance even in severe conditions. In a calm sea, where no active guidance is needed, the envelope is limited by the physical limitations of the aircraft and recovery equipment. In a rough sea, the UAV tends to withstand a crosswind better than a headwind due to limitations of the positioning system. With appropriate modification of the system, the operating envelope can be extended. This is, however, a highly specific technical work which requires a dedicated investigation (see Section 2.4.3.4).

### 6.3 Concluding remarks

In this chapter, an application of the Evolutionary Design is demonstrated. The aim of the design was to develop a controller which provides recovery of a fixed-wing UAV onto a ship under the full range of disturbances and uncertainties that are present in the real world environment. The design process relies on the system models described in Chapters 2, 3 and 5. The methodology and the necessary theoretical background are given in Chapters 5 and 4.

The first part of the chapter is dedicated to the synthesis of the controller, which is subdivided into several specialised blocks. Due to such subdivision, controller synthesis is a multistage process. However, the approach employed for synthesis of each block is very similar. Evolutionary algorithm is used as a tool to evolve and optimise the control laws. One of the greatest advantages of this methodology is that minimum or no a priori knowledge about the control methods is used, with the synthesis starting from the most basic proportional control or even from ‘null’ control laws. During the evolution, more complex and capable laws emerge automatically. As the resulting control laws demonstrate, evolution does not tend to produce parsimonious solutions. Many solutions contain apparently atavistic ‘dead branches’ and the parts that would seem strange and unjustified for an engineer used to classic designs. As pointed out in Chapter 4, this is a normal behaviour for any evolutionary process driven by fitness, and it should be accepted before attempting to analyse the obtained solutions.

Nevertheless, where the situation permits, simple control laws do emerge, as demonstrated by the ailerons control and to some extent the guidance laws. This is never guaranteed, however, and if the engineer has a strong preference to simple designs, this feature may be included in fitness (heavily penalising lengthy solutions), or a simpler solution may be selected from a number of the solutions obtained in different runs of the algorithm, even if it delivers slightly inferior performance. It should be kept in mind that Evolutionary Design is a stochastic process and may produce sufficiently different solutions every time. Since the first way significantly impedes the process of evolution, the second approach has been used in this
work. The experience shows that even though the solutions may be seemingly different between the runs, evolution tends to converge to almost the same fitness value (see for example Fig. 6.1a, Fig. 6.5a, Fig. 6.7), demonstrating remarkable robustness and indicating that a near optimal solution can be found. In very limited cases, however, it may take too long time for the evolution to discover the core of a potentially optimal solution, and the process does not converge. More often than not, this hints at a poor choice of the algorithm parameters. However, this may happen even with nearly optimal settings. Due to the nature of the Evolutionary Design algorithm, in which the solutions only grow during the evolution, it becomes less likely that the optimal structure will be eventually discovered at the later stages. For this reason, the algorithm does not include automatic detection of stagnation and is monitored and terminated manually. It is not very uncommon to interrupt a slowly progressing evolution and to start the process again.

The most important and difficult problem in Evolutionary Design is preparation of the fitness evaluation procedure. Evolutionary Algorithms may be extremely effective for solving difficult problems, but nothing will replace the definition of the problem itself. For an EA, fitness evaluation procedure is such a definition. For a single stage ED and for the final stage of a multi-stage ED, the fitness value may be based on the performance of a solution in a comprehensive environment as it is defined in the original problem statement. However, this may not be applicable at the initial stages. Therefore, special intermediate problems must be defined. Correct definition of such problems (sample tasks) is crucially important. An unsuitable task may lead to development of controllers which are highly optimised for this specific task but may fail in a complete system. This demands good understanding of what is required from these intermediate controllers. In some cases, the sample task in itself may lead to a multi-stage evolution, which is demonstrated by the two-stage evolution of the autothrottle. Initially, a PID structure is quickly optimised, and only then a complex structure is evolved together with the tightly coupled elevator control.

Computational considerations are also of the utmost importance. Robustness of EAs comes at the price of computational cost, with many thousands of fitness evaluations required. For problem solving algorithms such as the ED algorithm (in contrast to optimisation algorithms), supercomputing power is often a necessity. Unfortunately, it has not been available for this research. This led to a significant simplification of both the simulation models and the fitness evaluation procedures employed during the evolution. Some of the models were replaced by their simpler approximate equivalents, and variations of many of the model parameters in order to obtain a robust controller were not conducted. However, with some understanding of flight dynamics, variation of the most important aerodynamic parameters has been included into the fitness evaluation procedure, which allowed to obtain a remarkable robust
controller. It should be noted that even with such simplifications, the design problem is highly nonlinear and multidimensional.

Controller testing constitute the second part of this chapter. Due to a lack of hardware, the testing is limited to the simulation environment. Obviously, for a comprehensive design for physical implementation, the hardware would be available and physical testing of the controller would also be conducted. In addition, physical design would imply a more thorough specification of the parameters, both for the systems involved and for the operational environment. In this work, many of the model parameters were chosen arbitrarily.

Controller testing has several goals. First, it demonstrates the capabilities of the controller in terms of performance and robustness in various conditions. Second, it enables to identify the issues in both the controller design and the systems involved that affect performance and to suggest ways for further improvement. Finally, it allows to validate the design methodology applied.

The simulation testing covers the entire operational envelope and highlights several conditions under which recovery is risky. All environmental factors—sea wave, wind speed and turbulence—have been found to have a significant effect upon the probability of success. Combinations of several factors may result in very unfavourable conditions, even if each factor alone may not lead to a failure. For example, winds up to 12 m/s do not affect the recovery in a calm sea, and a severe ship motion corresponding to Sea State 5 also does not represent a serious threat in low winds. At the same time, strong winds in a high Sea State may be hazardous for the aircraft. Overall, the performance is impressive, with a reliable recovery possible in very rough environmental conditions, in which the UAVs currently in service are typically not operated.

Limitations of the local positioning system employed in this research result in two serious issues identified during the tests. Specific handling of the terminal phase of approach significantly degrade the chances of success for strong headwinds and high Sea States. If this issue is fixed, the operational envelope may be considerably enhanced for headwinds. The system also fails to operate correctly at a high azimuth of the aircraft with respect to the recovery boom and close distances. Whilst in such conditions safe recovery is already unlikely, correct detection of this situation may be used for issuing a go-around directive to prevent a possible crash. In addition, some degradation of positioning accuracy is observed where a large lateral angular motion of the boom is present. It should be noted, however, that the positioning system is the least specified system used in this study (in fact, it has not been specified at all). It is used only as a design example to provide the means of local positioning, which is a key element for recovery. Its principle has been chosen in view of simplicity of implementation and potential availability for small inexpensive UAVs.
Probably the most important consideration in the context of this research is validity of the Evolutionary Design methodology. Whilst it is evident that ED did produce a capable controller that satisfies the original problem statement, several important observations can be made. First of all, in the absence of similar solutions to be compared with, it is unclear how close the result is to the optimum. Considering remarkable robustness of EAs for arriving at the global optimum, it may be believed that the controller is very close to the optimal solution. However, comparing performance of the two generated guidance controllers in different configurations, it may be concluded that there is still room for improvement. The main reason for that is believed to be the limited scope of the testing conditions used in the evolution process, which is mainly due to shortage of computational resources. The evolutions were conducted only in the default recovery configuration in a single Sea State setting with no ship drive. Not surprisingly, the resulting performance has been found to be much better in this configuration, although this is attributed also to the more favourable conditions (lesser boom oscillations and small exposure to airwake). It is understandable why a more universal Proportional Navigation controller showed superior results during the tests across the whole range of conditions, although the second controller originally had a better fitness. In general, the evolutionary approach can provide a highly optimal solution but does not guarantee robustness to untested conditions. For this reason, maximally diverse conditions should be included in the testings for fitness evaluation if sufficient computing power is available.

Analysis of the guidance laws produced by the ED algorithm can provide a good illustration of the above. The guidance law of the controller #2 (6.22) contains, apart from the PN core, absolute terms that cause the aircraft initially to descend and to deviate to the right. During the tests, it has been found that this behaviour is responsible for several types of failures. Then what are these terms for, how could they grow to such relatively large values? The fact is that this question is, in general, not applicable to the solutions born in an evolutionary process. There is no particular reason why one or another feature appeared in the structure. It may be purely unjustified. Apparently, this guidance law happened to be near optimal in the conditions persisted during the evolution, and this is a sufficient reason. However, as soon as the conditions change, this solution is no longer optimal. In this case, the problem could be identified relatively easily, but in general this may not be so obvious. Once again, careful planning of the fitness evaluation procedure is crucially important in order to obtain a robust design.

On the whole, Evolutionary Design is a useful and powerful tool for complex nonlinear control design. Unlike most other design methodologies, it tries to solve the problem at hand automatically, not merely to optimise a given structure. Although ED does not exclude necessity of a thorough testing, it can provide a near optimal solution if the whole range of conditions is taken into account in the fitness evaluation. In principle, no specific knowledge
about the system is required, and the controllers can be considered as ‘black boxes’ whose internals are unimportant. Successful design of the controller for such a challenging task as shipboard recovery demonstrates great potential abilities of this novel technique.
Chapter 7. Conclusions

The growing use of Unmanned Aerial Vehicles (UAVs) in both military and civil applications has led to an increase in operational roles and areas of their deployment. A need for UAV operation off maritime platforms has been identified long ago, but at present it is only partially satisfied. One of the most (if not the most) difficult engineering challenges that hampers wide deployment of shipboard UAVs are the problems associated with launch and recovery.

Due to the extremely confined area available on maritime platforms (ships, oil rigs etc.), maritime operation generally requires the aircraft to either have Vertical Take-Off and Landing (VTOL) capability or some form of launch and recovery assistance. VTOL capability often places severe limitations upon range, speed and endurance of the aircraft. For this reason, operation of traditional fixed-wing UAVs with assisted launch and recovery may be preferable. However, this approach requires a substantial research effort put into the development of such assistance.

The launch assistance usually takes the form of catapult launching or rocket assisted takeoff. This subject is comprehensively covered in [47], where the controller for autonomous catapult launch of a fixed-wing UAV is developed. The current research supplements this work, offering a technology of autonomous recovery of similar class UAVs. Unlike launch, the techniques of UAV recovery are very diverse. These techniques are analysed and a new method of recovery is proposed in the current work to enable autonomous recovery of small to medium-size UAVs in extreme environmental conditions. The research contained in this body of work has demonstrated that fully autonomous recovery of fixed-wing UAVs to a moving ship is possible even in very difficult conditions, in which the UAVs currently in service are not usually operated.

A major effort has been directed in this work towards development of a methodology that is capable of designing a controller that will provide guidance and flight control for the aircraft during the recovery stage. Since it was unclear initially which type of guidance and control method is the most suitable for this recovery method, a problem solving evolutionary algorithm has been applied to produce automatically not only the optimal parameters of the controller, but also the whole structure of the control laws. As a result, the developed methodology is potentially suitable to generate controllers for a wide range of control problems, which are characterised by the need of global optimisation in the multidimensional design space.
This chapter discusses the methodology developed and the application of this methodology for design of a recovery controller. The limitations of both the methodology and the recovery method are examined and possible areas for future research are suggested.

7.1 Discussion

This research has produced several key results. They can be grouped into two distinct areas: those relating to the recovery technique and those relating to the design methodology.

7.1.1 UAV recovery

The first aim of this research was to propose a recovery technique that could be used to recover a small to medium-size fixed-wing UAV onto a moving ship with limited deck space in the presence of large atmospheric disturbances. The analysis done in Chapter 2 concluded that none of the existing techniques is readily suitable for this goal. A new recovery method, termed the Cable Hook Recovery, has been proposed and discussed. It features a relatively long flexible line (the arresting cable) carried onboard the aircraft with a self-latching hook attached at the loose end. A damped arresting wire, similar to those used on large aircraft carriers, is stretched over a boom or in a similar manner outside the deck space on the ship. For recovery, the UAV extends the arresting cable and passes over the ship’s arresting wire. The lock captures the arresting wire and the aircraft is stopped in midair. The aircraft is then winched up and recovered onto the deck in a manner typical for crane operations.

Due to relatively large miss allowances available in this method and unimportance of the final attitude of the aircraft, this technique is believed to have a significant advantage over the methods currently employed or proposed for this purpose, especially in the case of severe weather conditions. However, like with any new techniques, it has a great deal of uncertainties, and its real performance and capabilities are largely unclear. Complete design of this system requires lots of effort and work of a team of experienced engineers. In this research, full engineering design of such a system was not considered. Instead, a detailed conceptual design of the system has been conducted and the initial design requirements for possible future development of the system have been determined.

In order to demonstrate the benefits that implementation of the Cable Hook recovery may deliver, the aerial part of this system has been modelled and the UAV controller that utilises its abilities has been developed. The parts included into the model are the UAV with the recovery controller, the arresting cable, the atmosphere (including turbulence and airwake) and a simple model of ship motion. The simulation testing described in Chapter 6 have shown that this recovery technique potentially allows to recover the UAV even in very harsh conditions, with the wind speed approaching the airspeed of the aircraft and the amplitude of ship
motion reaching 22° (on roll), assuming that the shipboard recovery gear works well and provides necessary deceleration of the vehicle and further recovery. Understandably, in extreme conditions safety of the recovery may be compromised. However, there are considerable chances that recovery will be successful, and even if not—as one of the attractive features of this recovery method—another attempt will be possible.

Several conclusions can be made about the issues related to the elements of the system. The first one relates to the aircraft itself. While no specific restrictions have been identified regarding the aircraft design that may be required for this particular type of recovery, some points should be kept in mind when considering actual design of the UAV and the recovery system. A considerable amount of rapid manoeuvres may be necessary for successful recovery in a high sea. Therefore, the aircraft must possess a sufficient level of manoeuvrability at a low approach speed. If a necessary level cannot be achieved at the required speed, then either the approach speed may be increased and the recovery gear reinforced, or greater dimensions of the recovery gear (lengths of the cable and arresting wire) may be provided, which will allow the UAV to have a greater miss. Both ways have disadvantages. It may be noted that for the controller produced in this study, manoeuvrability requirements are expressed in terms of trajectory angular rates, thus a higher speed will entail proportionally higher requirements to the body accelerations of the aircraft.

A specific issue with the UAV used as a design example in this study (Ariel), but which also may arise with other aircraft, is concerned about vertical manoeuvrability. Both steep climbs and descents may be commanded by the controller, particularly at the later stages of approach. The aircraft speed control should respond quickly enough to these conditions. This may be particularly difficult for slowing down in a dive, as majority of the UAVs do not have controllable airbrakes. If acceleration in such a condition is unavoidable, a greater allowance for the impact speed must be given. This may lead to reinforcement of the aircraft.

Another system which has a direct impact on the recovery performance is the local positioning system. This system is a key element for recovery, as the UAV must know the exact current location of the arresting wire in real time (or rather the relative angular velocity for the controller produced for the Ariel). The positioning system employed in this work has been chosen in view of simplicity of implementation and potential availability for small inexpensive UAVs. However, it imposed several restrictions on recovery, particularly relating to the headwind conditions. To overcome this, it is desirable that the actual system provide positioning information until the very moment of capture.
7.1.2 Evolutionary Design methodology

The development of a design methodology that allows to produce a controller capable of recovery of a UAV using the proposed Cable Hook recovery technique was the major aim of this thesis. As noted above, this was not an engineering project with a physical implementation, and the actual simulation results have merely illustrative purposes. It is likely that the actual design will be carried out using different specifications, including another UAV, positioning system and recovery equipment. The design methodology should be flexible and able to produce possibly the most optimal controller for any reasonable initial requirements.

The methodology is based on Evolutionary Algorithms (EAs). Application of EAs to full control design is a relatively new undertaking. Unlike the numeric optimisation techniques employing EAs, problem solving EAs are still rarely used in control community. This research aimed, among other things, to demonstrate the power and flexibility of evolutionary approach in a full cycle design process. The developed methodology has successfully been used to synthesise a controller capable of recovery of the UAV Ariel in a wide variety of conditions. The methodology possesses a large amount of flexibility, with possible applications to a broad range of control tasks.

The Evolutionary Design methodology attempts to solve the problem at hand, instead a traditional approach which tends to optimise an already given control structure. The main task of an engineer therefore shifts to an appropriate problem definition. Given a defined problem, the ED algorithm is then applied to produce a near optimal solution automatically. For many engineering tasks, the original problem is too complex to be solved directly within a sensible time, given that the computational resources available are limited. In this case, the original problem may be broken into several simpler ones and the ED then applied to each problem individually. Such an approach is demonstrated in Chapter 6 with a five-step synthesis of the recovery controller.

The solutions produced by ED (as well as by any problem solving evolutionary technique, e.g. Genetic Programming (GP)) have specific properties which make them unusual for traditional engineering way of thinking. The evolution does not tend to produce logically correct, justified, consistent or parsimonious solutions. Nevertheless, these solutions may be nearly optimal in terms of solving the problem at hand. As a consequence, behaviour of such solutions in the conditions different to those they were evolved in may be unpredictable. For this reason, the problem statement to be solved by ED (which takes the form of the fitness evaluation procedure) should include all the conditions expected in the real environment. This may lead to significant increase of the computational power required. However, with some understanding of the controlled system, the range of training conditions can be reduced to a minimum without compromising robustness of the solution. Indeed, a flight controller with
very good robustness to a great number of model uncertainties has been evolved using carefully selected model variations.

Despite still being computationally expensive, ED achieved remarkable efficiency in terms of computational cost. Where a supercomputer was needed to solve a relatively simple control problem using GP, a significantly more complex problem has been solved on a personal computer using ED. This is in part due to efficient encoding of the control laws, developed for this technique.

In addition, it has been confirmed that evolutionary methods are able to invent human-competitive solutions, with the Proportional Navigation guidance laws emerging during the evolution.

### 7.2 Limitations of this research

Like any research, this work has several limitations. These limitations exist in both the design methodology developed and the application of this methodology. These limitations will be discussed in this section.

#### 7.2.1 Limitations of the Evolutionary Design

The first point to note is that ED, as well as any evolutionary method, does not produce inherently robust solutions in terms of both performance and unmodelled uncertainties. As noted above, behaviour of the solutions in the untested during the evolution conditions may be unpredictable. A sufficient coverage of all conditions included in the evolution process invariably requires a large number of simulations, which entails a high computational cost. When the amount of uncertainties in the system and the environment becomes too large, computational cost may become prohibitively high. At the same time, subdivision of the problem into smaller ones and reduction of the number of environmental factors in order to reduce the amount of uncertainties require good understanding of the system. This severely compromises one of the main advantages of ED, which states that little, if any, a priori knowledge of the system is needed.

Another limitation is that evolutionary techniques have little analytical background. Their application is based largely on empirical experience. In particular, most algorithm settings such as population size, selection pressure, probability of genetic operators etc. are adjusted using trial and error method. Whilst EAs are generally robust to these settings, it should be expected that the settings used for controller synthesis in this work may be far from optimal for another application, and their optimisation will take a significant time.

Being a stochastic method, ED may produce very different solutions each run. Although for some applications this is a desirable property, it makes cross-validation of the re-
results almost impossible. The only way to verify and validate the obtained solutions is comprehensive testing in a full simulation environment or within a real system.

A more specific limitation is the range of possible control laws, which is determined by the encoding of the control equations and by genetic operators applied. For this research, encoding has been optimised for calculation speed and allowed to handle only a certain class of nonlinear equations. For applications with sufficiently different control objectives and/or different systems, the encoding and the relevant genetic operators may need to be modified. However, this is a common approach in EA community, and this modification does not contradict the ED methodology as such.

**7.2.2 Limitations of the developed recovery controller**

The limitations of the controller produced in the ED procedure are generally not major and do not affect the validity of the results presented. The main limitations are due to limited validity of the system models available. For a complete control system design, higher fidelity models will be essential.

The aircraft model is limited in several ways. It may be quite inaccurate when used in extreme conditions, particularly at high angles of attack and sideslip. In most cases, the aircraft does not exceed stall angles during the approach; however, a validated at high angles dynamic model may be required for correct implementation of the angle of attack limiter. The sensors and actuators models are rather primitive and allow only a qualitative estimation of the effects of lags and noise present in these systems.

The cable model is the only dynamic model of the components of recovery gear considered. Whilst it is built upon widely accepted principles, it may be insufficient for complete simulation of the recovery process, including the capture and post-capture dynamics. Accurate simulation of the process of capture may reveal some constraints which have not been taken into account in this work. For example, the cable was allowed to slide at a high angle to the arresting wire (this happens when the UAV approaches in a strong crosswind), implying that capture is still possible. However, in reality capture may not be guaranteed in these circumstances.

One important simplification used for the cable model is uniformity of the atmospheric disturbances along the cable, which may not be valid for the cable of a considerable length. Implementation of a more realistic model may require a significant redesign of the wind model. In addition, parameters of the cable were chosen arbitrarily as a first approximation, only to provide initial control system design requirements. These parameters may be reconsidered in an iterative design process of the actual system.
The ship model is quite simple and includes behavioural simulation of the periodic ship motion observed on a real ship. It uses a harmonic approximation to all six components of motion, which are fully uncoupled. At the same time, random ship motion is not absolutely periodic and a significant amount of coupling should exist between the components. This may have either a beneficial or adverse effect on recovery. The amplitudes of periodic motion used in this research reflect a fairly conservative scenario for each Sea State (using the Significant Wave Height setting, which is 1.6 times the average wave height); however, larger displacements may occur occasionally in real world conditions. Apart from a more realistic simulation of ship motion, inclusion of a wave model in order to enable simulation of wave clearance during the approach would allow a greater confidence in the recovery success probabilities. In addition, due to the deterministic nature of the ship model used, it is not suitable for any controllers which try to predict the future angular position of the ship. Although prediction has not been employed in this work, it may be suggested for further research. This also includes any possible simulations with a human pilot in the loop (as a backup means, for example).

The wind model provides standardised parameters of atmospheric properties, steady wind and free-air turbulence, based on accepted military standards. Whilst standardised parameters are convenient for compatibility with other research and cross-validation, they may not represent the whole range of possible operating conditions. The effects of temperature, precipitations, excessive humidity (which is likely at sea) and many other factors have not been studied. At the same time, correct simulation of these effects would require comprehensive models of other systems involved, particularly of the UAV engine.

An attempt has been made in this research to produce a general ship airwake model. Unfortunately, lack of validation data and ready airwake models was unavoidable, because such models are either in development or publicly unavailable. Although the designed model is based on a well established military standard, it includes many new parameters whose effect is not validated. At the same time, it does not include interaction with the ship model, although it is clear that the actual ship position does influence the picture of air currents around the ship. Nevertheless, the simulation experiments have shown that airwake plays major role in determining the recovery success rate, particularly for the side recovery boom configuration. A validated airwake model will be essential for further development of the recovery system.

Like with any new technology, lack of some accurate models (particularly of the recovery gear) is unavoidable without a thorough engineering analysis of the respective systems and possibly, a hardware testbed. Inaccuracies found in other models, whilst being slightly detrimental to the research, do not compromise applicability of these models to the aircraft recovery simulation. These models still represent reasonable approximations to the type of
behaviour that would be experienced by an aircraft being recovered. In particular, the ship model will still provide sufficient movement of the recovery boom and the wind model will perturb the aircraft. In addition, the aircraft model represents an aircraft with severe performance limitations, which gives rather a conservative picture of achievable operating envelope.

One of the limitations of this research is the lack of physical implementation of the recovery equipment and controller. This physical implementation would comprehensively prove the advantages of the controller design and the recovery method. However, the high cost, long development process and unavailability of the aircraft\(^1\) required for such a demonstration are outside the scope of this research.

### 7.3 Further work

The work presented in this thesis has exposed several possible areas for future research. These are related to both the Evolutionary Design methodology and its application to the recovery controller design, as well as to the shipboard UAV operation in general.

#### 7.3.1 Research opportunities on the Evolutionary Design

The ED methodology proved to be easy to apply and extremely suitable for current application. However, the main effort has been directed towards the practical implementation and application of this design method, with little investigation into its general functionality and efficiency. As stated above, application of evolutionary methods is largely based upon empirical evidence of their work, with little theoretical support available. Whilst expanding the theoretical background in this area is desirable, it is possible that this is not feasible to the extents suitable for practical applications, considering the current state of evolutionary science. Therefore, further practical applications of this method, possibly to other control problems, may provide the necessary background and further validation of the methodology.

An investigation into the most effective algorithm settings, such as the population sizes and probabilities of genetic operators, will also be beneficial. Extension and optimisation of the control laws representation may help to expand the area of possible applications as well as improve efficiency of the algorithm.

A large room for improvement exists in the computer implementation of the algorithm. Whilst every effort has been made in this work to optimise the internal algorithmic efficiency, significant optimisation of the coding (programming) is possible. First of all, the control equation parsing algorithm can be rewritten in a lower level programming language such as C. This alone may give an approximately 2 to 6-fold increase in computation speed. Another

---

\(^1\) Development of the UAV Ariel has stopped and the only aircraft has reportedly crashed.
area for improvement is parallelisation of the algorithm. Evolutionary methods are extremely suitable for parallel computation. The concept of distributed parallel computation, where the calculations are distributed over a network (possibly global) of different computers, can also be implemented relatively easily. This may allow to achieve a supercomputing power without entailing high costs.

### 7.3.2 Application of the recovery controller design methodology to other UAVs

An immediate area for further research is the application of the controller design methodology presented in Chapters 5 and 6 to other UAVs. The methodology should be immediately applicable for the design of a recovery controller for a fixed-wing UAV. However, high fidelity dynamic models of the aircraft and other components are essential in this process. Since exact specifications to the recovery equipment are not yet defined, a multistage iterative design process may be needed to obtain the optimal requirements to the dimensions of the arresting wire and cable. Their requirements may be different for different UAVs.

One of the limitations identified in this research that affects the operating envelope is passive speed control. In the designed controller, the autothrottle always maintains a recommended airspeed. However, a higher airspeed may be more optimal in the presence of a strong headwind. Evolution of a ‘smart’ autothrottle may be integrated into the design process. This will not change synthesis of the flight controller significantly. The only needed upgrade is redesign of the throttle sample task, with a varying (instead of a constant) reference signal. The guidance controller will include an additional control law for speed control, plus an appropriate modification of the fitness evaluation procedure.

The methodology can also be used for application to other recovery methods. For example, it should be readily applicable to produce a controller for the Net Capture recovery, which requires very similar guidance. Especially beneficial may be application of ED to the methods which imply very complex and highly nonlinear dynamic control, such as the Deep Stall recovery. For this type of control, the methodology may be even easier, with direct synthesis of the full flight controller attempted. However, the structure of the control laws may need to be modified to include additional nonlinear elements.

### 7.3.3 Physical implementation

An obvious area for future research is the physical implementation of both the recovery equipment and a controller developed using the presented methodology on a flying vehicle. The application of the methodology presented in this thesis for the UAV Ariel is unlikely to achieve flight status since development of the aircraft has stopped. However, it is feasible
that this methodology will be applied to produce a hardware controller. This would allow to demonstrate the robustness of the generated solution.

Physical implementation of the recovery equipment is no less interesting. Since this recovery method is new, a hardware testbed may be needed at the first stage to prove the declared capabilities of the method. At first, it may be implemented on a ground-based station to investigate possible issues with the capture itself. If it proves to be successful, a test deployment on a ship may be conducted, which allows to investigate the operational capabilities of the Cable Hook recovery method.

7.3.4 Other issues arising from this research

A serious issue regarding the local positioning system has been identified during extensive testing of the recovery controllers. As discussed above, the system employed in this work does not allow accurate guidance at close distances to the recovery boom, which causes sufficient deterioration of the recovery success rate in headwind conditions. Since an accurate local positioning system is essential for the majority of shipboard recovery methods, a further investigation into possible design concepts and the feasibility analysis of such a system is desirable. The system should provide accurate positioning data until the very moment of capture. In addition, it should be inexpensive and lightweight enough to be fit on a small UAV.

7.4 Concluding remarks

Autonomous recovery of a fixed-wing UAV on a moving ship with a limited deck space is a challenging task, with the problems arising from difficulty of capture and safe deceleration of the aircraft, ship motion and large atmospheric disturbances. The recovery method proposed in this research enables recovery of small to medium-size fixed-wing UAVs in severe weather conditions without imposing sufficient restrictions on the UAV design.

The methodology presented in this thesis can be used to develop a highly optimal controller capable of autonomous recovery of the UAV in adverse conditions. The Evolutionary Design method, which is the core of this methodology, potentially enables to produce controllers for a wide range of control problems. It allows to solve the problems automatically even when little or no knowledge about the controlled system available, which makes it a valuable tool for solving difficult control tasks.
Appendix A. Nomenclature

The notations used throughout this study employ highly systematic approach characteristic to scientific publications. Where possible, the name of the respective axis is used to indicate direction instead of common names that describe the nature of the variable. For example, $X$ is used for drag force and $\omega_x$ for body roll rate. This approach is also used in several engineering schools.

The axes systems used in this study are described in Section 3.1.1.1. They generally follow the Forward-Up-Right convention.

The subscripts which refer to axes or variables are typed in *italics*. Other subscripts which refer to axes frames and names are typed in a straight font. Subscripts of different types may be combined in a single notation without using sub-subscripts, e.g. $\omega_a \equiv \omega_{ta}$ (roll rate in aerial axes).

- **Subscripts for axes frames**\(^1\) (if applicable)
  - (no subscript) = body frame
  - g = ground (inertial) frame
  - a = aerodynamic (wind) frame
  - k = trajectory frame
  - w = wind-over-deck frame (ship airwake model)

- **Superscripts**
  - d = demand
  - (any variable) = derivative by the variable (in aerodynamic parameters)
    - e.g. $m_z^{\omega_z}$ – coefficient of pitching moment derivative by pitch rate $\Leftrightarrow$ coefficient of pitching moment due to pitch rate $\Leftrightarrow$ pitch damping coefficient)

- **Notation**

  $\alpha$ = angle of attack  
  $\beta$ = sideslip angle  
  $\gamma$, $\psi$, $\theta$ = Euler angles (roll, yaw, pitch)  
  $\delta_a$, $\delta_r$, $\delta_e$ = ailerons, rudder, elevator deflection angle  
  $\delta_t$ = throttle setting

---

\(^1\) Excluding the dynamic cable model.
\( \Theta \) = trajectory angle (flight path slope)
\( \Theta_{gs} \) = glideslope
\( \theta_s \) = ship Euler angles
\( \lambda \) = angle of sight
\( \rho \) = air density
\( \omega \) = angular rate
\( \omega_x, \omega_y, \omega_z \) = roll, yaw, pitch rates
\( \omega_s \) = ship angular rate

\( A_{ij} \) = Direction Cosine Matrix for rotation from frame \( i \) to frame \( j \), e.g.
\( A_{ab} \) = aerial to body frame DCM

\( a \) = acceleration
\( b_a \) = mean aerodynamic chord

\( C \) = coefficient
\( C_x, C_y, C_z \) = drag, lift, sideforce coefficients
\( C_T, C_p, C_Z, C_G \) = propeller thrust, power, normal/sideforce, gyroscopic moment coefficients

\( d_i \) = distance from the UAV to the \( i \)th transmitter
\( F \) = force
\( g \) = gravity acceleration (9.80665 m/s\(^2\))
\( H \) = altitude
\( h_s \) = cable sag
\( h_a \) = effective cable sag
\( h_T \) = elevation of the target point above the arresting wire
\( L_1 \) = length of the recovery boom
\( L_2 \) = height of the recovery boom supporting mast
\( l \) = wingspan
\( M \) = moment (torque)
\( M_x, M_y, M_z \) = rolling, yawing, pitching moment

\( m \) = mass
\( m_x, m_y, m_z \) = coefficients of rolling, yawing, pitching moment
\( n \) = load factor
\( P \) = engine power
\( q \) = dynamic pressure
\( S \) = wing area
\( s \) = Laplace variable
\( V \) = speed
$V_a =$ airspeed
$V_{CL} =$ closing rate
$V_y =$ climb rate
$V_{wd} =$ wind over deck magnitude

$W =$ wind velocity

$X, Y, Z =$ drag, lift, sideforce
Appendix B. Basic Ariel UAV characteristics

The basic design characteristics of the full scale Ariel aircraft are shown in Table B.1 and Table B.2. The data are taken from [153]. The aircraft aerodynamic data can be found in the same source as analytic functions and in [47] as graphical data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Longitudinal arm</th>
<th>Vertical arm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wing area, m</td>
<td>1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wing span, m</td>
<td>3.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean aerodynamic chord, m</td>
<td>0.387</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wing section</td>
<td>NACA 64_215 mod</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal tailplane area, m(^2)</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Available payload volume, m: Length</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Width</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum takeoff mass, kg</td>
<td>32.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Available payload, kg</td>
<td>10 to 12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.1 Ariel UAV main design parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Longitudinal arm</th>
<th>Vertical arm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty mass</td>
<td>20.45 kg</td>
<td>−0.29 m</td>
<td>−0.046 m</td>
</tr>
<tr>
<td>Empty (I_x)</td>
<td>6.4 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Empty (I_y)</td>
<td>13.3 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Empty (I_z)</td>
<td>8.0 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Empty (I_{xy})</td>
<td>−0.85 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Empty (I_{xz})</td>
<td>0 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Empty (I_{yz})</td>
<td>0 kg·m(^2)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Payload</td>
<td>10 kg</td>
<td>0.4 m</td>
<td>−0.15 m</td>
</tr>
<tr>
<td>Fuel</td>
<td>2.05 kg</td>
<td>0.05 m</td>
<td>−0.15 m</td>
</tr>
<tr>
<td>Maximum takeoff mass</td>
<td>32.5 kg</td>
<td>−0.056 m</td>
<td>−0.085 m</td>
</tr>
<tr>
<td>c.g. limits</td>
<td>n/a</td>
<td>−0.15 to −0.01 m</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Note: Arms are measured forward and up from the datum point at the wing leading edge

Table B.2 Ariel UAV inertial data
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