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Abstract

Heavy Ion Elastic Recoil Detection Analysis (HIERDA) is a versatile Ion Beam Analysis technique well suited to multi-elemental depth profiling of thin layered structures and near-surface regions of materials. An existing limitation is the inability to accurately account for the pronounced broadening and tailing effects of multiple scattering typically seen in HIERDA spectra. This thesis investigates the role of multiple large angle scattering in heavy ion applications such as HIERDA, and seeks to quantify its contribution to experimental output. This is achieved primarily by the development of a computer simulation capable of predicting these contributions and using it to classify and quantify the interactions that cause them. Monte Carlo ion transport simulation is used to generate simulated HIERDA spectra and the results are compared to experimental data acquired using the Time of Flight HIERDA facility at the Australian Nuclear Science and Technology Organisation.

A Monte Carlo simulation code was adapted to the simulation of HIERDA spectra with considerable attention on improving the modelling efficiency to reduce processing time. Efficiency enhancements have achieved simulation time reductions of two to three orders of magnitude. The simulation is shown to satisfactorily reproduce the complex shape of HIERDA spectra. Some limitations are identified in the ability to accurately predict peak widths and the absolute magnitude of low energy tailing in some cases. The code is used to identify the plural scattering contribution to the spectral features under investigation, and the complexity of pluraly scattered ion and recoil paths is demonstrated. The program is also shown to be useful in the interpretation of overlapped energy spectra of elements of similar mass whose signals cannot be reliably separated experimentally.

The effect of large angle scattering on the transmission of heavy ions through a nano-scale aperture mask, used to collimate an ion beam to a very small beam spot, is modelled using a version of the
program adapted to handle the more complex geometry of the aperture mask. The effectiveness of nano-aperture collimation was studied for a variety of ion-energy combinations. Intensity, energy, and angular distributions of transmitted ions were calculated to quantify the degree to which scattering within the mask limits the spatial resolution achievable. The simulation successfully predicted the effect of misaligning the aperture and the beam, and the result has subsequently been observed experimentally.

Transmitted ion distributions showed that the higher energy heavier ions studied are more effectively collimated than are lower energy lighter ions. However, there is still a significant probability of transmission of heavy ions with substantial residual energy beyond the perimeter of the aperture. For the intended application, ion beam lithography, these ions are likely to be problematic. The results indicate that medium energy He ions are the more attractive option, as the residual energy of scattered transmitted ions can be more readily managed by customising the etching process. Continuing research by experimentalists working in this area is proceeding in this direction as a result of the conclusions from this work.
Chapter 1

Introduction

Heavy Ion Elastic Recoil Detection Analysis is a versatile Ion Beam Analysis technique well suited to multi-elemental depth profiling of thin layered structures and near-surface regions of materials. An existing limitation of the technique is the inability to accurately account for the pronounced multiple scattering experienced by heavy ions penetrating matter. The primary objective of this work is to understand the role of multiple scattering in HIERDA and to quantify its contribution to output spectra. This will be achieved primarily by developing a computer simulation capable of predicting these contributions and using it to classify and quantify the interactions that cause them. This will help to realise the potential for HIERDA to be a very accurate and fully quantitative Ion Beam Analysis technique.

Energetic ions have been employed in a diverse range of scientific fields from materials science to medicine. At the heart of all of these applications are the interactions between ions and matter, which can be tailored to induce changes in the matter or to yield information about the sample being probed.

Energy transferred to matter by these ions can be used to alter structure at a sub-atomic level – locally changing the elemental composition, electronic bonding, or inducing nuclear reactions. Applications include altering material properties, nano-fabrication, and medical uses such as cancer treatment. Changes to the ions’ kinetic energy and/or trajectory due to interactions with the sample provide valuable information regarding stoichiometry, molecular bonding and spatial distribution.
Similar information can also be provided by emissions from induced reactions or particles ejected from the sample after energy transfer from the incident ion. It is these abilities that have made ion beams such a valuable tool to materials scientists.

Materials science is an area of technology which is driving physics research. The field is rich with the development of novel materials with particular physical and chemical properties, and the design and manufacture of increasingly smaller structures for more energy efficient devices. Characterisation is important to the design, development, manufacture and assessment of these structures. Several classes of materials, for example semi-conductors, super-conductors, and opto-electronic devices, frequently feature very thin multi-layered structures. This requires analysis techniques with the ability to provide elemental depth profiles with high spatial resolution.

Many analysis techniques are available to materials scientists for the purpose of characterisation. The quantity or parameter being sought often prescribes the choice of analysis method, although there are frequently options available. Different techniques intended to extract similar information have strengths and weaknesses related to the quality of the information they are able to provide or the circumstances in which they may be used. These advantages and limitations may be related to the fundamental physics of the interactions involved or practical implementation issues.

Ion Beam Analysis (IBA) has consistently been a popular choice for analysing these types of structures. The probing of matter with beams of energetic particles has a long history, and some techniques are mature and widely used for routine analysis. Remaining limitations include the interpretation of output data. The accuracy and precision of measurements are influenced by the degree to which the physical reality of the measurement resembles the assumptions made in order to simplify the interpretation.

In Ion Beam Analysis, it is often assumed that each probing ion has a single interaction event. In some cases the assumption is valid to within tolerances imposed by other factors such as instrument
resolution. In other cases such as the IBA technique known as Heavy Ion Elastic Recoil Detection Analysis (HIERDA), multiple scattering of the primary incident ions and recoil atoms ejected from the target plays a significant role and must be properly accounted for to accurately interpret the experimental output. Current data analysis methods do not correctly incorporate these effects and the consequential inaccuracy and uncertainty is a significant shortcoming of this valuable technique.

1.1 Ion Beam Analysis

Ion Beam Analysis refers to a group of techniques which share a common feature: the structure or constituency of a material is analysed by a beam of charged particles generated by a particle accelerator. The ionisation of the particles enables acceleration by an electrostatic potential, and focussing of the beam by electromagnetic lenses. The beam of charged particles impinges upon a sample surface followed by the detection of interaction products which may be used to identify the interactions taking place and in some cases the locations of those interactions. Incident particles may be protons (H\(^+\) ions), alpha particles (He\(^{2+}\) ions) or heavier ions. The products detected may be induced electromagnetic emissions such as x-rays and \(\gamma\)-rays, nuclear reaction products such as neutrons, the beam particles themselves having been scattered from the sample, or atoms ejected from the sample. The detected particles are usually energy analysed and in the case of recoil atoms, further scrutinised for species identification by means of charge, mass, velocity or energy loss rate determination. The various techniques are usually named for the combination of the incident particle used and the reaction product or particle detected.

Heavy Ion Elastic Recoil Detection Analysis (HIERDA) employs a beam of high energy heavy ions to eject nuclei from a target material. The recoiled nuclei can be identified for simultaneous quantitative compositional analysis, and energy analysed for depth profiles of individual elements.
In the last two decades, HIERDA has become established as an excellent ‘all-round’ technique. It combines many of the strengths of other well established IBA methods without some of their inherent limitations.

Earlier work at RMIT employed several Ion Beam Analysis techniques to the study of two classes of materials (i) compound semiconductor materials [1, 2], and (ii) high dielectric constant ferro-electric structures [3-5]. In recognition of particular limitations of some of the methods, the potential advantages of HIERDA were recognised as offering a means of more accurately characterising these important materials. The lack of a HIERDA specific formalism for analysing the output data became apparent when existing analysis software failed to correctly account for the pronounced multiple scattering effects of the technique.

1.2 Simulation Assisted Interpretation

There are few IBA experiments that can be performed for which the output is inherently quantitative or can be directly interpreted in terms of the structure of the sample being measured. The usual procedure for interpretation of output is an iterative process of simulation and matching.

The output spectrum of a proposed sample description is predicted by simulation and compared to the experimental output. Any differences are used to refine the proposed description and a new simulated spectrum is generated. The process is repeated until the two agree ‘sufficiently well’, at which point the model description is assumed to be a description of the sample being studied.

Analytical simulation methods are based on the premise that the simplest structure consisting of a single mono-elemental layer of uniform thickness, when analysed with an ion beam, will yield a predictable output spectrum. The spectra of more complicated structures can be predicted by combining the contributions of the constituent elements and layers.
HIERDA proved to be a difficult case, particularly due to the heavy influence of multiple scattering, where the analytical approach fails to accurately reproduce some spectral features. It was stated in the widely respected reference *Handbook of Modern Ion Beam Materials Analysis* [6] that a quantitative treatment of multiple scattering requires Monte Carlo simulation of each particle trajectory [7].

1.3 Development of Monte Carlo Simulation

As the fundamental interactions involved are stochastic processes, the Monte Carlo approach using randomly generated numbers to simulate statistical outcomes, was a natural choice. The Monte Carlo approach involves the simulation of individual ion trajectories including each interaction along the path through the sample. For the large number of ion trajectories required to represent an ion beam, this involves a very large number of calculations. The enormous amount of computational power required is recognised as an obstacle, and this approach has often been dismissed on that basis, particularly for routine analysis [7]. This is a result of the inherent inefficiency of most IBA processes – a large number of incident particles must be impinged on the target to get a statistically significant number of events occurring in the detector, which typically subtends a small solid angle at the sample.

Although evolutionary increases in readily available computing power are improving the situation, the magnitude of the task is considerable. While routine analysis of HIERDA by Monte Carlo methods may not yet be practical, the development of a Monte Carlo simulation code to study the multiple scattering effects in detail is possible. However, initial simulation times in the order of weeks to months of computer time indicated that significant efficiency improvements would be needed in the simulation process.

While the primary motivation for this work was to study the role of plural scattering in HIERDA, the development of a HIERDA simulation code became a major objective. The aims of (i) creating
a useable simulation code for routine analysis, and (ii) creating a tool suitable for studying plural scattering, are slightly at odds – an everyday code would most likely ignore lower probability, highly plural events in order to save processing time. This is the approach taken by Arstila and co-workers who have also applied Monte Carlo simulation to the interpretation of HIERDA spectra [8, 9]. The present plural scattering study necessitated inclusion of all such events no matter how low in probability in order to quantify them and their influence on experimental spectra.

A detailed reproduction of the paths of such ions allows a comprehensive analysis of those paths including the frequency, magnitude and energy transfer characteristics of the interactions involved. This characterisation may also be applied to the identification of indicator parameters which can be used to identify and classify them or to predict their occurrence. This information may in turn be exploited to improve processing efficiency, by limiting the simulation to the relevant ion paths of interest. Using this strategy, an efficient Monte Carlo simulation code has been developed and applied to the problem of modelling and quantifying the multiple small angle scattering, and less frequent large angle scattering which influences HIERDA measurements.

1.4 Ion Beam Collimation with Nano-apertures

Large angle scattering of ions is important in the collimation of ion beams using nano-apertures. A mask featuring a very small aperture is an alternative to beam focusing to achieve a small beam spot on target in IBA and in ion beam fabrication – the formation of three dimensional structures using ion beams. In IBA, localisation of the beam spot permits spatial resolution of the analysis. In ion beam fabrication, the spot size dictates the lateral scale of patterns or structures that can be formed. Beam localisation is achieved in one of two ways; by focussing the beam using electric or magnetic field lenses along the beam-line, or by collimation using an aperture, slits or scrapers.

Focussing to very small (sub-100 nm) beam spot sizes is technically challenging and expensive due to equipment requirements. By comparison, the use of apertures is relatively simple although not
without practical difficulties. These include the manufacture of very small (<100 nm) regularly shaped apertures in a mask which is otherwise opaque to the beam, and the positioning of apertures relative to beam and sample.

The effectiveness of very small apertures for the collimation of energetic ions is limited by the scattering of ions from the walls of the aperture and the partial transparency of all materials to MeV ions. Thus the spatial resolution of the collimator will be effectively limited by the ion scattering which occurs in the material of the nano-aperture mask.

This ion beam scattering problem clearly has features in common with the multiple scattering complications experienced in HIERDA analysis. Individual irregular ion paths are relevant, and treatment of the ion beam as a continuous distribution is inappropriate. It was a natural choice to apply Monte Carlo ion transport simulation to investigate the transmission of ions through nano-apertures.

1.5 Thesis Scope and Structure

The primary aim of this work was to study the role of multiple scattering in HIERDA and to be able to calculate its contribution to experimental spectra. This would allow the accurate simulation of experimental output for the purpose of qualitative analysis of results. Of particular interest were those ion paths featuring more than one large angle scattering event – so called “plural scattering”. It is these events, which are not properly considered in current data analysis methods, that make the output spectra complex and difficult to fit by analytical simulations.

Monte Carlo (MC) simulation was clearly the appropriate tool for reproducing these events in sufficient detail for study. The development of a MC code that allowed the simulation of complete HIERDA spectra had obvious advantages – the output could be validated against experimentally obtained data and the resulting computer code could potentially be a valuable tool for general
interpretation of experimental data. Thus the development of a Monte Carlo HIERDA simulation code became central to the project.

The processing time cost of MC simulation was a foreseen obstacle. Strategies for significantly improving the efficiency of the modelling needed to be developed. As the aim was to study plural scattering contributions to spectra, efficiency enhancements could not simply be at the expense of low probability events being ignored. Thus the resulting program may not necessarily be fast enough for routine data analysis, but simulation times are short enough to make representative sample studies practicable. The MC code could then be applied to several problems involving ion beam scattering and be shown to be a useful technique for addressing problems intractable by other methods.

In Chapter 2, the HIERDA technique is described in detail, including the attributes which make it such a valuable technique, and the underlying physics which lead to the complications being addressed in this work. The technique is discussed in the context of alternative IBA methods and the extent to which existing data interpretation methods fail to satisfactorily handle the pronounced multiple scattering effects inherent in HIERDA.

Chapter 3 contains a description of the specific HIERDA experiments used in this work. The Heavy Ion Time of Flight facility of the ANTARES accelerator at ANSTO was used to obtain the experimental reference spectra required for validation of simulation output. The experimental apparatus is described and sample results presented to illustrate the issues being addressed.

MC simulation of ion transport is introduced in Chapter 4. Approximations used to simplify the modelling are described together with the specific requirements for its adaptation to HIERDA simulation with a Time of Flight – Energy detector and the generation of simulated spectra. The successful application of the MC code is demonstrated for two fundamental cases:
(i) a HIERDA measurement of a uniform mono-elemental layer of high Z material to illustrate the reproduction of multiple scattering features, and

(ii) a HIERDA measurement conducted such that the detector is positioned beyond the critical angle for single scattering of the incident ions. In this situation, all detected scattered ions are \textit{plurally scattered}. That is, they have suffered more than one large angle scattering event.

Chapter 5 contains descriptions of all of the efficiency enhancements implemented in the MC code. These include efficient programming strategies, modelling approximations, exploiting limitations imposed by the experimental configuration and a detailed analysis of scattering in ion paths. This latter investigation provides the understanding of the frequency and magnitude of significant scattering events which is the main aim of this work, and also offers a useful avenue for improving the efficiency of simulation.

Multiple and plural scattering are addressed in Chapter 6. An appropriate definition of plural scattering is described and a “degree of plurality” introduced. The MC code is used to quantify the contribution of plurally scattered ions and recoils to output spectra. Sample spectra are presented with segregated contributions from plural scattered particles of different degrees. Path complexity of plural scattered atoms is discussed.

In Chapter 7, the MC simulation is applied to the problem of overlapping signals in HIERDA. Finite mass resolution of detection systems results in some similar mass isotope signals being inseparable. The spectral contributions can be separated in the simulation, providing information which can be helpful in the analysis of experimental data.

Finally, in Chapter 8, Monte Carlo simulation of large angle ion scattering is applied to the general problem of ion beam collimation using small apertures. It is shown that Monte Carlo simulation can be used to investigate the extent to which the scattering of ions in an aperture mask limits the effectiveness of a collimator.
1.6 Publications Arising From This Work

Copies of manuscripts are included in Appendix A


Chapter 2

HIERDA and other Ion Beam Analysis Techniques

In this chapter, Heavy Ion Elastic Recoil Detection Analysis (HIERDA) will be described for the purpose of understanding the limitations being addressed in this work. Some comparisons will be made with other techniques in common usage for stoichiometric analysis and depth profiling of thin films and surface regions. This will highlight the broad usefulness of HIERDA and demonstrate the importance of studying multiple scattering, which has a significant influence on experiments conducted using this technique. Multiple scattering as it applies to HIERDA will be described, and work done to date on this issue will be reviewed.

2.1 Ion Beam Analysis

The concept of probing matter with charged particles is popularly traced back to its roots in 1909 in the famous experiments of Gieger and Marsden whose alpha particle scattering experiments lead to Rutherford’s model of the atom. The development of the first electrostatic ion accelerator and its application to nuclear physics by Van de Graaff, Cockroft and Walton in the late 1920’s and early 1930’s laid the foundations for the use of ion beams in physics.

Contemporary implementation employs a particle accelerator to produce a beam of protons, alpha particles or heavier ions to probe a sample. Scattered incident ions, recoiled target atoms, or
induced atomic and nuclear reaction products are interrogated for information regarding the sample. The choice of technique(s) used will ideally be based upon the strengths or weaknesses of each technique relative to the required information. However, practical issues such as availability, analysis time, and cost may also be important considerations. When several outcomes are sought, multiple measurements with different methods may be preferred, although a single technique which features the best compromise between relevant factors may be attractive.

Within these considerations, HIERDA can be shown to have an important role amongst other mature and very widely used techniques such as Rutherford Backscattering Spectrometry (RBS) and Proton Induced X-ray Emission (PIXE), and more specialised methods such as Nuclear Reaction Analysis (NRA) and Secondary Ion Mass Spectrometry (SIMS). In general, different IBA techniques are considered *complementary* rather than *competing* options. Material analyses frequently feature measurements performed using two or more techniques on the same samples to most accurately describe different quantities, or to provide confidence in results obtained. HIERDA has been shown to feature several strengths of other techniques, with few of the associated weaknesses, and has been described as a potentially ‘universal’ analysis method by many authors including Barbour and Doyle [10], Assmann et al. [11], Forster et al. [12], and Davies et al. [13]. This is in recognition of the ability to provide stoichiometric analysis and depth profiles of all elements simultaneously. The improvement of data interpretation and analysis, by fully quantifying the effects of multiple scattering is an important part of realising this potential.

Following convention, the term *ion* will generally be used to refer to the incident projectile, and *recoil atom* to refer to a target atom ejected from its initial position in the sample. The description given here is based on that of Barbour and Doyle [10] which focuses on conventional ERDA using He ions for H profiling, and is extended here with emphasis on Heavy Ion ERDA.
2.2 Heavy Ion Elastic Recoil Detection Analysis

Depth profiling of light elements in heavy matrices via the detection of recoils ejected from a sample under ion bombardment, was first reported by L’Ecuyer et al. in 1976 [14]. The technique has since become widely known as Elastic Recoil Detection Analysis (ERDA or ERD) or Recoil Spectrometry. ERDA is now widely used for depth profiling of light elements, an area of limitation for RBS, and in particular for hydrogen profiling which cannot be done with RBS, and is very time consuming using NRA.

The extension of ERDA using very heavy ions capitalises on its advantages over other techniques and can improve sensitivity, depth resolution, and mass resolution (discussed in section 2.3). Sample elements with a wide range of masses can be analysed simultaneously and unambiguously. This makes HIERDA a powerful tool for determining quantitative depth profiles for complex materials and structures. The fundamental concepts in HIERDA are described below.

2.2.1 Basic Principles

HIERDA uses a beam of heavy ions to probe a sample by causing the ejection of energetic recoil atoms from the sample. The recoil atoms are detected and analysed for mass and energy to provide elemental and depth information. The number of recoils of different species detected is related to the stoichiometry of the sample. Two particle collision kinematics govern the energy transfer in the binary collision that dislodges the recoil atom. The difference between measured and expected recoil energy for known particle masses and scattering angles, is attributable to energy lost by the ion and recoil traversing the sample and indicates the depth of the scattering event.

The schematic of the experimental set-up is shown in Figure 2.1. The typical grazing angle of incidence and detection is shown. This facilitates the detection of more forwardly scattered recoils which have higher energy, and enhances the depth resolution by amplifying the path lengths through the sample. A scattering event occurring at a depth, $x$, will feature a path length of $x/cos(\alpha)$
for the ion prior to the collision, and also for the resulting recoil in the case of symmetric incident and exit angles. Note that the incident and recoil angles need not be symmetrical, and asymmetry may be used to enhance recoil yield in certain situations.

![HIERDA Experimental Geometry]

Figure 2.1 HIERDA Experimental Geometry

In conventional H profiling with ERDA, light ions such as He are used to recoil H atoms from the sample which are detected using a silicon energy detector. A thin absorber foil stops scattered He ions, and other recoil species, from reaching the detector. The energy spectrum of detected H ions provides the H depth profile. In Heavy Ion ERDA, heavier mass recoils may be produced, and a two-parameter detection system may be used to enable mass discrimination of recoiled nuclei. Individual elemental energy, and hence depth, profiles are obtained simultaneously.

HIERDA depends upon the following concepts which are described in detail below:

- The energy transfer between a projectile ion and a target nucleus in a binary collision;
- The differential scattering cross section which gives the probability for the scattering event to occur;
- Energy loss of the incident ion and recoil atom as they traverse the sample; and
- Detection and identification of recoil atoms ejected from the sample (and in some cases, scattered incident ions).
2.2.2 Energy Transfer in a Binary Collision

Consider the collision between an incident ion of the analysing beam, and a stationary atom of the sample, as illustrated in Figure 2.2. The incident ion is deflected from its original trajectory by an angle, $\theta$. A kinetic energy $\Delta E$ is transferred to the target atom dislodging it from its position in the target matrix if $\Delta E > E_D$, the displacement energy of the target atom. The struck atom recoils with energy $\Delta E$ at an angle $\phi$ to the original direction of the incident ion which continues along its new trajectory with energy $E' = E_0 - \Delta E - E_D$ where $E_0$ denotes the ion energy immediately prior to the collision.

![Figure 2.2](image-url)

**Figure 2.2** Scattering of an ion with incident energy $E_0$ from an initially stationary target atom, showing the ion scattering angle, $\theta$, and the recoil angle, $\phi$. The struck atom recoils with transferred energy, $\Delta E$.

HIERDA experiments are normally conducted under conditions involving elastic collisions at energies where relativistic effects may be neglected. Solving the equations for the conservation of energy and momentum for this binary scattering event yields the following relationships between the energy transferred in the collision, and the resulting trajectories of the two particles.

For the scattered incident ion, the *kinematic factor for scattering*, $K$, describes the fraction of the incident ion kinetic energy, $E_0$, retained by the scattered ion:

$$K = \frac{E_1}{E_0} = \left[ \frac{M_1 \cos \theta \pm \left( M_2^2 + M_1^2 \sin^2 \theta \right)^{1/2}}{M_1 + M_2} \right]^2$$ (2.1)
For the recoiling target atom, the kinematic factor for recoiling, $\Lambda$, describes the fraction of the incident ion kinetic energy, $E_0$, transferred to the recoiled target atom:

$$\Lambda = \frac{E_2}{E_0} = \frac{4M_1M_2}{(M_1 + M_2)^2} \cos^2 \phi$$  \hspace{1cm} (2.2)

where

$E_1$ kinetic energy of the ion after scattering

$E_2$ kinetic energy of the recoil after scattering

$\theta$ scattering angle of ion

$\phi$ scattering angle of recoil

$M_1$ atomic mass of ion

$M_2$ atomic mass of recoil

The kinematic equations are equivalent to those for two hard spheres of differing masses; the energy transfer and scattering angles are dependent upon the mass ratio of the two particles. For the case $M_1 > M_2$ the kinematic factor for scattering, $K$, is double valued, and the scattering angle for the projectile, $\theta$, is limited to

$$\theta_c \leq \sin^{-1} \left( \frac{M_2}{M_1} \right)$$  \hspace{1cm} (2.3)

where $\theta_c$ is called the critical angle for scattering. This maximum scattering angle can be used experimentally to exclude scattered incident ions from reaching the detector. As will be shown later, it can also be exploited in the study of multiple scattering by allowing the experimental detection of purely multiply scattered ions.

### 2.2.3 Scattering Cross Section

The determination of elemental stoichiometry is one of the primary objectives of a HIERDA measurement. The recoil yield is related to the relative concentrations of the target constituent
elements, and these may be extrapolated by adjusting the absolute yields by the ratio of the cross sections for scattering of each of the recoil species into the solid angle of the detector.

The forces acting during the collision between the incident ion and the target atom are, in many cases, well described by the Coulomb repulsion between the two nuclei. For two-body Coulomb scattering, the recoil production probabilities are given by the Rutherford Cross Section:

$$\frac{d\sigma}{d\Omega} = \frac{[Z_1Z_2 e^2 (M_1 + M_2)]^2}{(2M_2 E_0)^2 \cos^3 \phi}$$

(2.4)

where

- $E_0$ is the energy of the incident ion immediately prior to scattering
- $\phi$ is the recoil scattering angle in the laboratory frame
- $Z_1, Z_2$ are the atomic numbers of the incident and recoil ions respectively
- $M_1, M_2$ are the atomic masses of the incident and recoil ions respectively
- $e$ is the electronic charge

The corresponding Rutherford differential cross section for the scattered incident ions in the laboratory frame of reference is:

$$\frac{d\sigma}{d\Omega} = \left( \frac{Z_1Z_2 e^2}{4E_0} \right)^2 \frac{4 \left[ \sqrt{M_2^2 - M_1^2 \sin^2 \theta} + M_2 \cos \theta \right]^2}{M_2 \sin^4 \theta \sqrt{M_2^2 - M_1^2 \sin^2 \theta}}$$

(2.5)

As higher energy projectiles are used to increase probing depth, there is an increased likelihood that scattering cross sections may become non-Rutherford (see Figure 2.3). The incident and target nuclei may get sufficiently close that they interact via the nuclear force in addition to the Coulomb force, and nuclear reactions may occur. HIERDA experiments are generally conducted within parameters that ensure this condition is avoided.
Figure 2.3 Energy regimes where scattering Cross Sections may become non-Rutherford – above the dashed line the projectile may penetrate the Coulomb barrier; below the solid line there may be significant screening of the nuclear charge (graph adapted from [6]).

The dependence of the Rutherford cross section on the nuclear charge, $Z_i$, of the colliding atoms will be influenced by electronic screening of the nuclear charge by electrons carried with the projectile, and those of the target atom. The degree of screening depends upon the distance of closest approach of the ion to the target atom in the binary collision which is in turn a function of the incident ion energy.

Electronic screening will be more significant at lower energies where the ion may capture additional electrons, and less so at high energies where it is likely to be stripped of its electrons. The charge state of high energy heavy ions in matter is not easily measured and is, in general, not well understood. However, the distance of closest approach of the ion to the target atom in the most significant collisions is very small. The ion and atom are inside each other’s electron cloud, and the screening is only due to those electrons whose orbits lie between the nuclei. Thus the presence or absence of outer or weakly bound electrons has little influence for the high energy heavy ions of the typical HIERDA analysing beam. The gross detail of the ion path is dominated by these close collisions with small impact parameters, and the screening influence is small.
By conducting experiments under conditions which preserve Rutherford cross sections as closely as possible, HIERDA may be regarded for practical purposes, as an inherently quantitative technique.

### 2.2.4 Electronic Energy Loss

Energy loss as a function of path length is a critical parameter of the IBA methodology. It is this association that yields the depth profile information which is one of the main objectives of the measurement.

An ion penetrating matter will lose energy to atomic electrons of the sample in a large number of inelastic collisions along its path. Due to the large mass ratio between an ion and an electron, the individual energy transfers are small and directional deviations for the ion may be neglected. Thus, to a very good approximation, electronic energy loss may be considered a continuous process between the relatively rare nuclear scattering events. Nuclear scattering also contributes to the energy loss of moving ions in matter. While it is the dominant process at very low energies (e.g. a few 10’s of keV), it has a minor influence at the typical energies used in HIERDA measurements which are in the order of 1 MeV/amu.

The energy loss rate of an ion passing through matter is known as *stopping power*, (or more recently *stopping force* [15, 16] to maintain consistency with units – although *stopping power* is still the most widely used expression). Stopping power is a function of the ion species, energy and charge state and of the composition and density of the target medium.

The theoretical consideration of the interactions involved in electronic energy loss, is a complex field which has been the subject of a great deal of study for over a century due to its significance in many fields. Detailed reviews are available in [17] and [18]. Simple analytical models have been developed from observed data for application to ion beam analysis.
At ion velocities greater than the Bohr velocity of atomic electrons, the electronic energy loss is assumed to be proportional to the square of the ion charge. The energy loss per unit length is well described by the Bethe-Bloch formula:

$$\frac{dE}{dx} = N Z^2 \left[ \frac{4\pi(Z e^2)^2}{m_e v_i^2} \right] L$$

(2.6)

where \( N \) is the atomic density, \( m_e \) is the electron mass, and \( v_i \) is the ion velocity. \( L \) is called the stopping number and is given by

$$L = \ln \left( \frac{2m_e v_i^2}{I} \right)$$

(2.7)

where \( I \) is an average over the excitation and ionisation energies of the electrons in the target. Bloch showed that \( I \) was proportional to \( Z^2 \), with the coefficient of proportionality determined empirically to be approximately 10 eV.

The Bethe-Bloch formula applies at high velocities when the ion is fully stripped of its electrons. To extrapolate to the intermediate region where the ion is only partially stripped, a velocity proportional effective charge may be incorporated into Equation 2.5.

A quantity related to the stopping power is the stopping cross section,

$$\varepsilon = \frac{1}{N} \frac{dE}{dx}$$

(2.8)

Using the stopping cross section, the Bragg additivity rule can be defined for stopping in a compound, \( A_x B_{1-x} \):

$$\varepsilon_{AB} = x \varepsilon_A + (1-x) \varepsilon_B$$

(2.9)

The Bragg rule assumes that the interaction between an ion and a target atom is independent of the surrounding target atoms. The chemical and physical state of the target material usually has a
negligible effect on the energy loss, however corrections can be made for some compounds where deviations in the order of 10% can be found.

The stopping of heavy ions may be scaled against those for light ions using the heavy ion scaling rule:

\[ \varepsilon_{HI} = \varepsilon_H Z_{HI}^2 \gamma_{HI}^2 \]  

(2.10)

where \( \varepsilon_{HI} \) and \( \varepsilon_H \) are the heavy ion and proton stopping cross sections respectively, and \( \gamma_{HI} \) is the fractional velocity-proportional effective charge of the ion. There are several effective charge formulations described in [17] and [18]. The following expression is from Ziegler [19],

\[ \gamma_{HI} = 1 - e^{-A \{0.034 - 0.177e^{(-0.08114Z_{HI})}\}} \]  

(2.11)

with the fitting parameters given by

\[ A = B + 0.0378 \sin(\pi B/2) \]  

(2.12)

\[ B = 0.1772 E_{HI}^{1/2} Z_{HI}^{-2/3} \]  

(2.13)

Formulations for stopping powers are dependent upon experimental data and there are many combinations of ion, energy and target to be measured. Although the number of experimental studies on energy loss has been described by Rauhala as “overwhelming” [18], most of the work done in this area has focused upon stopping of light ions (H and He). These light ions have been used for many years as the probing beam of the well developed RBS technique [20]. Increased attention on the need for accurate data for heavier ions has lead several groups [21-23] to develop improved methods for efficiently collecting broad data sets across a continuous energy range. A large body of experimental data has been compiled by Hubert Paul for access via an internet website [24]. The 25,000 experimental data sets upon which SRIM relies is similarly available online [25]. Other collections are listed by Rauhala in [18]. The experimental data needs to be readily incorporated into calculations and to this end attempts have been made to fit empirical expressions to these data sets e.g. [16, 26, 27]. While the number of heavy ion stopping
measurements is growing, they still represent a small fraction of the available stopping data [28] and exhibit significant variability. Weijers et al. examined the data of the Paul database for the purpose of developing a simple empirical formula for the fast calculation of stopping powers for all ion species [16]. They have identified the existence of stopping powers measured by different groups for the same system, which differ by up to 50%. They have compared the quality of their fitted function to that of other stopping power predictors compiled by Paul and Schinner [29]. The quality indicators used were the average normalised difference and distribution standard deviation, \( \sigma \), between the predictor and each experimental value. The results are summarised in Table 2.1 for a subset of the data presented in [16] and [29], restricted to ions with energy from 0.1 to 1.0 MeV/amu stopping in elemental solid targets.

**Table 2.1** The average normalised difference between measured data and calculated values for various stopping power predictors, for ions with energies of 0.1 – 1.0 MeV/amu stopping in solid elemental targets.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Type</th>
<th>( Z_1 )</th>
<th>Avg. Normalised difference* (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRIM [30]</td>
<td>Program</td>
<td>3-18</td>
<td>-0.9 ± 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19-36</td>
<td>-0.9 ± 7.3</td>
</tr>
<tr>
<td>MSTAR [26]</td>
<td>Program</td>
<td>3-18</td>
<td>-1.4 ± 8.5</td>
</tr>
<tr>
<td>Northcliffe-Schilling [31]</td>
<td>Tables</td>
<td>3-18</td>
<td>-2.0 ± 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19-36</td>
<td>-4.1 ± 8.5</td>
</tr>
<tr>
<td>Weijers et al. [16]</td>
<td>Formula</td>
<td>2-92</td>
<td>-0.95 ± 9.7</td>
</tr>
</tbody>
</table>

*(measured-calculated)\times100/\text{measured.} Data reproduced from Weijers et al. [16]

The small average systematic error of 0.9% - 4.1% indicates that the overall fit of these methods is quite good and follows the shape of the stopping data curves. The significant random error, having standard deviations of 7.3% - 11%, indicates the degree to which the experimental data are distributed around the mean values close to the curves. For example, Weijers’ random error of \( \sigma = 9.72\% \) shows that their function lies within \( \pm 19.4\% \) of 98% of the experimental data points.
The spread of measured stopping data can be seen in light ion – heavy target systems for which there are many measurements. An example (He stopping in Au) is shown in Figure 2.4 which is taken from the Ziegler database [25].

![Figure 2.4 Measured stopping powers for He stopping in Au (above) and relative to SRIM prediction (below) illustrating variability of experimental data (see text). Data reproduced from [25].](image)

The stopping of iodine and gold in a gold target are relevant to the present work and are discussed in Chapter 4. The Paul database identifies the availability of just 5 and 2 published data sets respectively. One of the Au in Au data sets involving only GeV ions is not relevant to HIERDA.
applications and is not considered here. These data are shown in Figure 2.5. The SRIM-2006 [30] calculations are included for comparison. The scarcity of experimental data is illustrated, and the uncertainty in the I in Au data is evident – differences of up to ~25 % between measurements can be seen.

![Figure 2.5 Experimental stopping power data for (a) I in Au, and (b) Au in Au. Solid curves are SRIM calculations. Experimental data extracted from [24]](image)

It will be shown in Chapter 4 that a significant correction to the SRIM estimated stopping power for I in Au is required to match simulations with experimental spectra. Similar deficiencies in tabulated and calculated stopping powers have been reported by Timmers et al. [32] for ions in Au, and by Elliman et al. [33] for other systems, where corrections of up to 30 % were required to enable accurate simulation.

For accurate interpretation of data from ion beam analysis measurements involving heavy ions, more experimental data is needed, and accurate theoretical representation required. In general, heavy ion stopping powers are still regarded as poorly known.
2.2.5 Energy Straggling

The energy loss processes discussed in the previous section are in reality due to discrete interactions, and are therefore subject to statistical fluctuations due to the uniqueness of individual ion histories. As a result, the energy distribution of the ion beam broadens as the medium is traversed. This spreading of the beam energy is called energy straggling. In ion beam analysis, the broadening of measured energy distributions impairs depth and mass resolution, which deteriorate with increasing depth.

At the ion energies typical in HIERDA, the individual energy transfers to target electrons are very small compared to the width of the total energy loss distribution. Under these conditions, the distribution is approximately Gaussian, and Bohr’s theory may be applied:

\[ \Omega_B^2 = \frac{e^4}{4\pi\varepsilon_0} Z_1^2 Z_2 Nt \]  

(2.14)

where \( \Omega_B^2 \) is the variance of the energy loss distribution, and \( Nt \) is the areal density of the target. The condition for the Gaussian distribution was formulated by Besenbacher et al. [34] as

\[ Nt \geq 2 \times 10^{20} \frac{1}{Z^2} \left( \frac{E}{Z_1} \right)^2 \]  

(2.15)

where the energy of the ion, \( E \), is in units of MeV/amu. The Gaussian approximation fails for thick targets where the energy loss during penetration exceeds 25%.

2.2.6 Recoil Detection

Several detector options exist for ERDA measurement systems. In the simplest case such as light ion ERDA systems for H profiling, an energy detector (e.g. a Si surface barrier detector) is used with a range foil sufficiently thick to stop scattered incident ions from reaching the detector. In this configuration, all detected particles are assumed to be recoiled H, and the energy spectra are processed to yield H depth profiles.
In general when using heavier incident ions, recoils of any mass (within the limits imposed by the choice of incident ion species and energy) can be recoiled into the detector. A range foil may still be used to exclude recoils above a given mass, and energy differential may be used to distinguish recoil species based on the kinematics of the experimental configuration. Mass-depth ambiguity remains in the context that recoils of different mass originating at different depths in the sample may be detected with the same energy.

Thus the ideal detection system should be mass or charge dispersive in addition to measuring energy. Two-parameter systems meeting these criteria have been employed, and are usually one of two basic types: (i) Time of Flight and Energy (ToF-E) which are mass resolving; and (ii) Energy loss and Energy (ΔE-E) which are nuclear charge resolving. The Time of Flight and Energy detection system used in this work is discussed here, and specific experimental details are described in Chapter 3.

### 2.2.7 Time of Flight Recoil Spectrometry

The ToF-E telescope measures a particle’s velocity before its energy is measured by a Si surface barrier detector. This is achieved by measuring the time taken for a detected particle to traverse the known distance between the time pick-offs of the telescope. Thus the ToF-E telescope is mass dispersive, using the following simple relationship between the flight time, \( T \), and the measured energy, \( E \):

\[
E = \frac{M_2}{2} \left( \frac{L}{T} \right)^2
\]

(2.16)

where \( M_2 \) is the mass of the particle and \( L \) is the flight length of the telescope. Relativistic corrections are negligible at typical HIERDA energies. A typical ToF-E HIERDA system is depicted in Figure 2.6.
Figure 2.6 ToF-E detector arrangement for HIERDA showing time pick-offs $T_1$ and $T_2$, and Si surface barrier energy detector, $E$.

ToF-E HIERDA systems have been used and developed by several research groups including, for example, those in Sweden [35], Finland, France [36], Germany [37], Canada [38, 39], USA [40], Japan [41], Slovenia [42], Belgium [43], and Australia [44].

The main advantages of ToF-E recoil detection systems are (i) excellent depth resolution, and (ii) recoil mass resolution over a wide range of energies. The depth resolution obtainable with ToF ERDA is improved by converting the Time spectra to Energy spectra for depth profiling, and using the Si energy detector as the mass dispersive element [10]. The improvement in depth resolution arises because the resolution of the timing system is better than the energy resolution obtainable with surface barrier detectors [45-47]. These semiconductor detectors also suffer an energy broadening effect, referred to as the ‘pulse height deficit’, due to some of the energy being deposited in the detector as atomic displacements rather than purely the production of electron-hole pairs [10]. This effect is ion species and energy dependent, as is the resulting pulse height shift as the energy response of the detector changes due to the heavy ion irradiation damage [48]. The use of Time spectra to generate Energy spectra also allows for a far simpler direct calibration procedure, as described in Chapter 3 and by Stannard et al. in [3].
As a result of the poor energy resolution of Si detectors for heavy ions, ToF-E detectors experience reduced mass resolution for very heavy elements. This may be partially compensated for by using increased energies, for which the energy resolution of Si detectors improves [45]. Mass discrimination is effective down to significantly lower energies than for gas detectors. This allows for larger probing depths, particularly for heavy recoils, as recoils from greater depths have lower energy. It also enables HIERDA to be performed on smaller accelerators with lower terminal voltages, which are more widely available, as shown by Grigull et al. [37].

The main alternative to ToF-E detectors is the “ΔE-E” type of detection systems. These measure the energy loss rate of a particle through the detection medium before registering the total residual energy. The energy loss rate is a function of nuclear charge, Z, of the particle. Provided the particle energy is above the maximum (“Bragg Peak”) of the stopping power curve (generally in the order of 1 MeV/amu), this can be used to identify the recoil element. This requires the use of higher energy, heavier incident ions to maintain the higher recoil energies [37].

Position sensitive, gas ionisation ΔE-E detectors, such as those used at the Australian National University [32] and the University of Munich [49], permit the use of large detector solid-angles with corrections for kinematic energy spread [11]. The improved efficiency of large solid-angle detectors allows shorter measurement times which reduce sample irradiation damage and ‘beam-time’ costs [11, 32, 48, 50, 51].

Gas detectors with continuous flow-through gas are insensitive to cumulative effects of radiation damage [52] and can be more sensitive to recoil identification for light ions than ToF-E systems [49]. Non-linear energy response [16] (as for Si detectors) and limited mass differentiation for isotopes of heavy elements remain as limitations in the application of ΔE-E detectors in HIERDA.
2.3 Advantages of Using Heavy Ions

The original recoil spectrometry experiments by L’Ecuyer et al. [14] actually used quite heavy ions, $^{35}$Cl, at 1 MeV/amu and so were in effect HIERDA experiments. ERDA using light ions came later. The ability to profile light elements in heavy materials was the primary use, being an area of difficulty for RBS. Hydrogen profiling in particular was a top priority as it cannot be done using backscattering techniques, and is quite complex using NRA or SIMS. Light element profiling only requires beam ions heavier than the elements to be analysed, and H profiling can be done with He ions as demonstrated by Doyle and Peercy [53].

ERDA using light to medium ions fills a gap in the capabilities of the widely available RBS technique and can be performed satisfactorily using the same 1-3 MeV accelerators [53]. However there are advantages to using very heavy ion beams and higher incident energies if a suitable accelerator facility is available. It should be noted that the use of heavy ion beams requires a higher beam energy to remain in the Rutherford scattering regime (see section 2.2.3 and Figure 2.3). The energy required is generally in the order of 0.5 – 1 MeV/amu.

2.3.1 Profiling of Heavy Elements

Profiling of heavy elements requires recoil energies high enough to enable emergence from the sample and detection of the particle. Energy transfer to recoils is higher for projectiles of similar mass to the target atom. To eject energetic heavy recoils using light ions, would necessitate such high incident energies that the collisions would no longer be Rutherford due to the penetration of the coulomb barrier and resulting nuclear reactions. The use of heavy incident ions enables profiling of heavier elements than is possible using light ions.

All recoils have similar velocities when very heavy ions are used. This follows from the kinematic factor for recoiling (Equation 2.2) which yields the following approximation when $M_1 >> M_2$:
\[ \frac{E_2}{M_2} \approx \frac{4E_1}{M_1} \cos^2 \phi \]  

(2.17)

showing that velocity of all recoils is a function of the beam species and energy. This can be important for the detection of recoils of all species in a single measurement, particularly as it relates to the flight length of ToF telescopes.

### 2.3.2 Improved Depth Resolution

The glancing geometry used in ERDA increases the path length in the sample thereby increasing the energy difference associated with depth measured normal to the sample surface. The use of heavy ions, which have higher stopping powers than light ions, amplifies this effect. In this way, an energy resolution for any given detection system corresponds to a narrower depth resolution in the sample. For some types of detector, energy resolution improves for heavier ions and higher energies, lowering the limiting resolution and further improving the depth resolution obtainable.

Those using stopper foils to exclude scattered incident ions, can use thinner foils due to the shorter range of heavy ions. This reduces energy straggling in the foils for detected recoils, thereby improving energy and depth resolution.

It is worth commenting here that the extended path lengths in the sample also increase the effects of multiple scattering and the likelihood of plural scattering events. These effects can have a negative impact on depth resolution, and are discussed further, later in this chapter.

### 2.3.3 Improved Mass Resolution

Particle identification by mass differentiation of recoils is improved if heavier ions and higher incident energies are used. For mass differentiation, it is preferable that a small difference in mass between two recoil species should produce the largest possible energy difference in the recoiling
nuclei. The recoil energy difference, $\Delta E_2$, between two recoils whose masses differ by $\Delta M_2$ is given by

$$\Delta E_2 = E_0 \frac{d\Lambda}{dM_2} \Delta M_2$$

(2.18)

Differentiating the kinematic factor for recoils, $\Lambda$ (Equation 2.2), with respect to $M_2$

$$\frac{d\Lambda}{dM_2} = \frac{4M_1(M_1^2 - M_2^2)}{(M_1 + M_2)^4} \cos^2 \phi$$

(2.19)

So Equation 2.18 becomes

$$\Delta E_2 = E_0 \frac{4M_1(M_1^2 - M_2^2)}{(M_1 + M_2)^4} \cos^2 \phi \Delta M_2$$

(2.20)

A large coefficient of $\Delta M_2$ in Equation 2.20 gives better mass resolution. This can be achieved by using heavier ions (i.e. increasing $M_1$) and/or higher incident energy, $E_0$. Decreasing the recoil detection angle, $\phi$, can also improve mass resolution although in practice other considerations will influence the choice of $\phi$, which will often be fixed in a given laboratory system.

### 2.3.4 Increased Sensitivity

The recoil cross section, $\sigma_r(E_0, \phi)$, has a strong $[Z_1 M_1]^2$ dependence on the atomic number and mass of the incident beam species (see Equation 2.4). This means that the sensitivity to impurities is greatly improved by the use of heavy ions. Even considering different beams with a constant energy per unit mass ratio, a $Z_i^2$ dependence remains. Under conditions where the incident ion is significantly heavier than the target atom, i.e. $M_i >> M_2$, the recoil cross section may be approximated as

$$\sigma_r(E_0, \phi) \approx \left( \frac{Z_i M_1}{E_0} \right)^2 \left( \frac{Z_2}{M_2} \right)^2 \frac{e^2}{2 \cos^3 \phi}$$

(2.21)

Since the recoil dependency term $Z_i/M_2$ has an almost constant value in the order of 0.4-0.5 for all isotopes, the sensitivity is approximately the same for all recoil species. As the same ratio applies to the incident ions, the sensitivity scales like $Z_i^3$. For hydrogen, one of the most important
elements for impurity profiling, the ratio $Z/M = 1$, so the recoil sensitivity is approximately four times greater.

The low dependence of the recoil cross section on the target atom species prevents the recoil signal of light elements from being easily overwhelmed by that of heavier matrix components. This is one of the major advantages of HIERDA over RBS.

### 2.3.5 Reduced Sample Irradiation Damage

The increased sensitivity also allows for reduced analysis times as fewer incident ions are required to generate the same number of detected recoils. As well as reducing measurement time and cost, beam-induced damage of the sample can be lessened. It has been shown by several authors including Assmann et al. [11] and Davies et al. [13, 54], that for some types of samples, the beam damage can actually be minimised by using the heaviest available beam.

The quantity of interest is the damage induced per detected recoil. At the typical beam energies used in HIERDA, projectiles deposit energy primarily by electronic energy loss in the near-surface regions analysed. If different projectiles at similar velocities (i.e. constant energy per unit mass) are compared in the 1-2 MeV/amu range, the electronic energy loss scales almost linearly with $Z_i$ [11, 13]. Consequently, because of the $Z_i^2$ dependence of the recoil cross section, the beam-induced change per detected recoil can be smaller for heavier ions. However in some materials, a non-linear dependence of damage rate on electronic stopping power have been observed [11, 13, 54] and this simple relationship does not always hold.

Beam induced changes in the sample can monitored in some cases using ‘event-by-event’ data acquisition. In some HIERDA facilities such as the ANSTO system used in this work, recoil detection events are recorded in a log file as they occur. The output spectra are reconstructed from this event file. This allows subsets of the output to be separated and compared. Changes in the
stoichiometry of the sample during the measurement, due to beam induced ‘mixing’ or gaseous effusion of volatile components such as H₂, N₂, and O₂ can be detected. Timmers et al. [51] and Bohne et al. [46, 55] have shown that the change in stoichiometry can be plotted as a function of projectile fluence and a correction applied so that a ‘zero dose composition’ can be determined.

2.3.6 Critical Angle for Scattering

The critical angle for scattering of heavy ions from lighter nuclei (see Equation 2.3) can be exploited to prevent scattered incident ions from reaching the detector. While mass dispersive detectors such as ToF-E telescopes usually allow the separation of the scattered ion signal from the recoil signals, radiation damage of the energy detector can be reduced by excluding the relatively high fluence of the scattered beam particles.

2.4 Limitations in Heavy Ion ERDA

The advantages described in the previous section are consequences of the kinematic energy transfer characteristics, higher energy loss rate, and enhanced scattering cross sections of heavy ions. These differences also lead to some disadvantages. The appropriate choice of analysis method including incident beam and energy, will generally be a compromise between the benefits discussed above and the restrictions outlined here.

2.4.1 Reduced Analysis Depth

The higher energy loss rate and interaction cross section for heavy ions, reduces the range and hence the probing depth for heavy ion beam techniques. The reduced ion range may be compensated for by using a higher incident energy. This, however, requires the availability of a larger accelerator with a higher accelerating voltage, and/or the selection of higher charge-state ions in the accelerator analyser. The latter is limited by the charge-states which are available for various beam ions and the lower yield of highly charged ions within the charge-state distribution.
2.4.2 Sample Damage

While HIERDA is not intentionally destructive, the energy deposited by swift heavy ions in the processes of electronic and nuclear stopping result in damage of the sample under analysis. Higher stopping powers associated with heavy ions result in higher linear energy transfer (LET) coefficients which characterise the damage density per unit path length. The damage per incident ion will be greater for heavier ions, although as described above, the total sample damage per measurement can be optimised by considering the increased probability of recoil production.

For samples containing volatile components such as H, N and O, the higher damage density increases the molecular recombination rate and subsequent desorption of H$_2$, N$_2$ and O$_2$ molecules. A study by Walker et al. [56], of radiation damage in various materials during HIERDA analysis, showed that such desorption is strongly sample dependent, and also depends approximately on the square of the electronic stopping power of the projectile and so varies with $Z_i^2$. Shrestha and Timmers [57] observed rapid nitrogen depletion during analysis of indium nitride films with $^{197}$Au and $^{109}$Ag projectiles but not when using $^{32}$S and $^{19}$F beams. They have concluded that there may exist a threshold atomic number and energy loss rate below which gaseous effusion does not occur.

2.4.3 Increased Multiple Scattering

Enhanced cross sections and extended path lengths increase the probability of more than one significant scattering event occurring along the paths of the incident ion and recoil atom through the sample. The analysis of ERDA data assumes that a single scattering event generates the recoil and that the detection angle and energy transfer are well characterised by the kinematic equations of section 2.2.2. The occurrence of secondary scattering events changes the angles involved in the primary scattering event, and alters the incident or recoil energy before or after the event.
These differences between the ideal situation and the reality of the experiment complicate the interpretation of data. The degree to which predicted spectra based upon the single-scatter approximation agree with experimental output, decreases for heavier incident ions as the scattering cross section increases and the influence of multiple scattering events grows correspondingly larger. This discrepancy is the motivation behind this work and described in detail in the following sections. The simulation process, by which IBA data are usually interpreted, is described including the difficulties presented by multiple scattering.

### 2.5 Data Interpretation By Simulation

The interpretation of output data from IBA experiments is usually done by *spectrum simulation*. In this process, the shapes of energy spectra that will be produced using a particular experimental configuration, and for a given sample description, are theoretically predicted and compared to the measured output. An iterative procedure of refinement of the sample description, followed by further quantitative comparison, ultimately leads to a ‘sufficiently good’ fit. The proposed sample description is then assumed to match that of the experimental sample.

The prediction of the energy spectra is done by a method known as *slab analysis*. The sample is described as a series of thin layers, or ‘slabs’, whose thickness is chosen sufficiently thin that energy loss and cross section changes within any slab can be ignored. The contribution to output spectra of each layer is determined separately and adjusted by considering the effects of the overlying layers on the energy and yield of ions and recoils passing through each of the layers. For each recoil species in each layer, the energy of detectable recoils is determined as a function of depth of origin by calculating the energy loss in each layer along the paths. A relationship between energy and depth is identified so that the energy spectra can be interpreted as depth concentration profiles. Slab analysis is depicted in Figure 2.7 which is adapted from [10] where the complete details of the calculations can also be found.
There are a number of widely used software packages, all of which implement the slab analysis method of data interpretation for various IBA techniques. Well known examples include RUMP [58], DEPTH [59, 60], SIMNRA [61], RBX [62], and IBA Data Furnace [63]. In a comprehensive review of ion beam data analysis and simulation software in 2006, Rauhala et al. [64] presented a detailed review of 12 widely used programs and described a vast array of other codes whose use is generally limited to a single institution. Almost all programs described were based on slab analysis and theoretical simulation comparison, with only a few direct spectrum analysis methods existing, the latter usually designed to solve very specific problems.

The profiles predicted by considering the scattering kinematics and energy loss processes must be corrected for physical and experimental factors that degrade the signal in the experimental spectra. If processes causing peak broadening in the measured energy profiles that are associated with depth are not accounted for, matching measured spectra will be difficult and may lead to errors in the sample description. Examples of such factors include: the distribution widths of incident beam...
energy and direction, beam spot size, detector solid angle, electronic energy loss straggling, energy detector resolution and the influence of an absorber foil if present, including thickness inhomogeneity. These influences are usually modelled as Gaussian functions which are then convoluted with the profiles generated from descriptions of the layer thicknesses and stoichiometry. The resulting spectra should feature the resolution observed in the experimental spectra, however, unless the simulation also accounts for multiple scattering, there is likely to be a discrepancy.

Simulations are usually based on a single-scatter model. The ingoing and outgoing paths are assumed to be straight lines with a single scattering event occurring where these paths intersect. In reality, ions undergo many small interactions along their paths through the sample, and these paths are not necessarily straight lines. This multiple scattering manifests itself as a further energy broadening in the elemental spectra. A few simulation programs include an approximation of this effect, and are discussed in section 2.7.

The lack of accurate representation of multiple scattering is one of the most significant limitations in the analysis of HIERDA spectra. The oblique angles, long path lengths, and high cross sections mean that multiple scattering cannot be ignored, and that an overly simplified treatment is unlikely to be successful in the general case. The handling of multiple scattering in the spectrum simulation process will be discussed following a detailed description of the influences involved in multiple scattering.

2.6 Multiple and Plural Scattering

Multiple scattering of energetic ions by sample nuclei is generally divided into two categories: (i) small angle multiple scattering and (ii) large angle plural scattering. The distinction between the two regimes is somewhat arbitrary, and is usually based upon qualitative assessment of effects observed in the output data, or the mathematical treatments required to deal with them. A practical
differentiation might be based on the degree to which a continuous analytical treatment of multiple scattering adequately represents measured data.

Small angle multiple scattering refers to the process of many small interactions which together contribute to a gradual divergence of a parallel beam of ions, both in direction and lateral displacement, combined with energy straggling due to the individual path differences. Small angle multiple scattering is depicted in Figure 2.8.

![Small Angle Multiple Scattering Diagram](image)

**Figure 2.8** Small Angle Multiple Scattering of an incident beam passing through a sample layer. The beam divergence, $\Delta \alpha$, is shown, together with the corresponding increase, $\Delta x^+$, or decrease, $\Delta x^-$, in the path length, $x$, for ions reaching a depth $xcos\alpha$.

Large angle plural scattering refers to the cases where an ion or recoil atom experiences a small number of discrete events with significant energy transfers and direction changes. Several variants are possible depending upon whether it is the incident ion, the recoil atom, or both, which have a secondary scattering event. These are depicted in Figure 2.9. A recoiled target atom may reach the detector after being initially directed away from the detector but subsequently scattered into the detector solid angle (Figure 2.9a). The recoil may be directed into the detector by an ion which has previously been scattered from the initial beam direction (Figure 2.9b). Both of the above may occur (Figure 2.9c). An incident ion may be detected after being plurally scattered in the sample (Figure 2.9d).
Figure 2.9 Large angle plural scattering of (a) the detected recoil, (b) the projectile prior to generating the detected recoil, (c) both of these events, and (d) a detected scattered projectile.

In each case, the major influence of multiple scattering is that the energy of a detected recoil or scattered incident ion is not necessarily simply related to its depth of origin within the sample. As discussed in section 2.5, the relationship between the energy of a detected particle and its depth of origin in the sample is a fundamental part of the data interpretation process.

Multiple scattering in ion beam analysis has been the topic of a significant amount of investigation, as it imposes a fundamental limit on the depth resolution obtainable with a given experimental technique. Most work has focussed upon small angle multiple scattering because it is the most amenable to analytical mathematical methods. As the process consists of a large number of small interactions, the effects on the distribution of particles in the beam can be considered statistically, and the net effect on the output of the experiment can be treated as a continuous function operating on the elemental energy spectra of the detected recoils. Large angle plural scattering, however, involves a relatively small number of discrete events whose individual influences will vary in magnitude and are more complicated to account for as each interaction must be considered.
2.6.1 Small Angle Multiple Scattering

Small angle multiple scattering, as depicted in Figure 2.8, involves two effects: energy straggling due to the statistical variation in the amount of energy imparted during the many small nuclear elastic scatters; and beam broadening – both angular and lateral spreading of the beam of ions. These latter beam broadening components also manifest themselves as energy broadening effects in the experimental output. This occurs by two mechanisms: path length differences and kinematic angle change.

Consider a beam of ions incident upon a sample at an angle, \( \alpha \), as depicted in Figure 2.8. An undeflected ion reaching a depth \( x \cos \alpha \) in the sample will have traversed a path length, \( x \). Ions reaching the same depth after having been deflected slightly by multiple scattering, will have an increased or decreased path length, depicted by \( \Delta x^+ \) and \( \Delta x^- \) respectively. In addition to the normal energy straggling associated with electronic stopping, these ions will have components due to the differences in macroscopic path lengths, and nuclear scattering. A positive feedback mechanism exists – the more an ion is deviated from its initial direction, the more energy it has imparted in nuclear scattering and the longer its path length. The reduced ion energy increases the cross section for further scattering.

The angular spread associated with this lateral spreading of the beam, means that the scattering angle required in the primary scattering event for an ion or recoil to reach the detector is altered. The result is a broadening of the energy of detected particles according to the dependence of kinematic factors on scattering angles (see Equations 2.1 and 2.2).

The energy differences resulting from these two effects act in opposite directions. Ions scattered away from the sample normal will have an increase in path length to reach the same depth, so the
additional electronic stopping decreases its energy. Such an ion will now require a smaller scattering angle to cause a detected ion or recoil which will therefore have a higher kinetic energy.

The grazing angles of HIERDA geometry lead to asymmetry of the energy spread of particles deflected toward or away from the sample normal. The path length asymmetry is shown in Figure 2.8 in the magnitudes of $\Delta x^+$ and $\Delta x^-$. A yield asymmetry also arises from the depth difference associated with scattering toward or away from the normal. Fewer particles recoiled from deeper in the sample will reach the surface and be detected.

Comprehensive theoretical studies of small angle multiple scattering have been published by several authors including Sigmund and Winterbon [65], Marwick and Sigmund [66], and Amsel, Battistig and L’Hoir [67]. Sigmund and Winterbon have tabulated angular distributions, and Marwick and Sigmund the corresponding lateral spread distributions. The numerical calculations were based on a small angle limit approximation and are valid in the screened Coulomb regime corresponding to the large impact parameters which yield small angular deflections. Amsel et al. built on the work of Sigmund and co-workers incorporating stochastic theory and extensive numerical calculations to make the theory more robust by properly considering the statistical dependence between the angular and lateral spreads. Szilagyi et al. have incorporated these results into their computer program DEPTH [60] to improve the accuracy of simulation of IBA spectra.

The small angle approximation used in the theoretical approach neglects the momentum transfer to target atoms. That is, the effect of small angle multiple scattering is incorporated only as direction changes and lateral deviations and not energy losses due to momentum transfer to recoil atoms. Thus the treatment is particularly limited in its application to the scattering of ions heavier than the sample components beyond very small angles. An attempt by Winterbon [68] to analytically calculate the angular distribution of very heavy $^{209}\text{Bi}$ ions in a thin C layer involved numerical series with hundreds of terms and was described as being no simpler than a full Monte Carlo solution. The validity of these analytical approaches fails when the directional deviations and
energy transfers are large and infrequent enough that they can no longer be treated as continuous energy loss processes. This is the case for large angle scattering events which have a low probability, and rarely occur more than a few times for the same ion.

### 2.6.2 Large Angle Plural Scattering

Ions and recoils detected following large angle plural scattering will be recorded with an energy which is not simply related to their depth of origin in the sample. As was discussed in the previous section, the relationship between the energy of a detected particle and its depth of origin in the sample is a fundamental part of the data interpretation process. Plurally scattered particles generally have reduced energy due to the energy imparted during secondary scattering events, and will appear to have originated deeper in the sample.

It is also possible for plurally scattered recoils to be detected with higher than expected energy. This occurs when the product of kinematic factors for the smaller scatters exceeds the factor for single scattering at the detection angle. Consider the case of a single scatter at 45° versus two scatters of 22.5° each. Comparing the recoil kinematic factor, \( \Lambda \), for a recoil angle of \( \phi = 45° \), with the square of the factor for \( \phi = 22.5° \), gives

\[
\left( \frac{\Lambda_{22.5°}}{\Lambda_{45°}} \right)^2 = \frac{4\beta \cos^4 22.5}{(1 + \beta)^2 \cos^2 45}
\]

where \( \beta = M_2/M_1 \) is the mass ratio of the two particles (note: the recoil kinematic factor is symmetrical in \( M_1 \) and \( M_2 \)). Solving for \( \beta \) shows this ratio exceeds 1 for values of \( \beta < 3.55 \) as shown in Figure 2.10. The triple-scatter factor is also shown to exceed 1 for \( \beta < 2.72 \). The situation is slightly more complicated for scattered ions due to the double valued kinematic factor for scattering and the critical angle limit when \( M_1 > M_2 \). For the positive roots of equation 2.1, and for \( M_2 > M_1 \), the kinematic products for 2 and 3 equal scatters totalling 45° are always greater than 1.
The above considerations mean that plural scattering can result in counts at almost any energy in the range of the recoil spectrum, including above the high energy surface edge. Experimentally, plural scattering is responsible for long, low energy tailing and conspicuous high energy edge artefacts in measured spectra. These are discussed in further detail in Chapters 4 and 5.

The spectral distortions introduced by plural scattering are complex, and analytical treatments based upon small angle multiple scattering approximations fail to predict these features of the experimental spectra [64, 69, 70].

A few studies [61, 71-74] have attempted to partially address plural scattering by developing an analytical treatment of double scattering which is expected to be responsible for a large fraction of plural scattering. Most of these studies have been in the context of RBS which is a much simpler case: only the He or H projectile needs to be accounted for; normal incidence provides for useful symmetry properties; and backscattering geometry only requires consideration of paths with two quite large scatters. Only Repplinger et al. [74] have tried to model double scattering in He-ERDA, requiring the consideration of multiple recoil species, but their results were described by Rauhala.
as unsatisfactory, being too low in magnitude by a factor of 10, clearly indicating that not all contributions were being correctly accounted for.

Barradas et al. modelled double scattering in grazing angle RBS, and showed that the asymmetry associated with shallow angles, as are also used in HIERDA, greatly complicates the calculation [73]. Mayer’s simplified double scattering model increases the computing time required by a factor of about 200 [75]. Barradas’ showed that including a more detailed double scattering calculation when grazing angles are involved, increased the number of trajectories to be calculated by a factor of approximately 6000 for a typical sample containing 5 elements. To include the double scattering trajectories and deflections for all recoils in a HIERDA model would further increase the number of calculations by a factor of $(N_E+1)^5$ or $6^5=7776$ for a sample of $N_E=5$ elements (The index 5, represents 3 path segments separated by 2 scattering points in a double scatter trajectory). Thus the total calculation burden would be in the order of $5 \times 10^7$ times larger than a single scatter model.

The complexity of these calculations, just to achieve a double scatter model let alone higher order plural scattering, has lead several authors to the conclusion that quantitative treatment of plural scattering can only be satisfactorily achieved using Monte Carlo techniques, e.g. [7, 64, 72]. In their theoretical treatise on multiple scattering [67], Amsel et al. used Monte Carlo simulation as the ‘gold standard’ with which to validate the theoretical models for small angle scattering. In Monte Carlo simulation, individual scattering interactions are modelled for each ion, so both multiple and plural scattering are implicitly included together and not treated separately. The Monte Carlo technique for simulating ion transport problems is described in detail in Chapter 4.

Several studies have been published describing Monte Carlo approaches to dealing with multiple scattering and plural scattering: RBS studies include those by Steinbauer, Biersack and Bauer [76-78], Eckstein and Mayer [72], and Pusa et al. [79]. Li and O’Connor studied backgrounds in low energy heavy ion backscattering spectrometry (HIBS) [80], and Tassotto and Watson studied very low energy (2-4 keV) recoil spectrometry of diamond surfaces [81].
MC simulation has been used to study HIERDA by Johnston and co-workers [48, 82], Arstila, Sajavaara, Edelmann and co-workers [8, 9, 83, 84], Mayer et al. [85], Knapp et al. [86], and in publications arising from this work [87-91].

2.7 Multiple & Plural Scattering in Simulation Software

Many ion beam data analysis programs do not include any handling of multiple scattering. In their recent review of analysis software [64] Rauhala et al. listed the features of twelve widely used IBA software packages. Only four of these include a small angle multiple scattering component, and just two (SIMNRA and WiNDF) include a double scattering approximation. None address higher order plural scattering. A summary of these columns of the list is given in Table 2.2.

<table>
<thead>
<tr>
<th>Program</th>
<th>IBA Techniques</th>
<th>Multiple Scattering</th>
<th>Plural Scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam Expert</td>
<td>RBS, HIBS, NRA</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>BS1</td>
<td>RBS, NRA</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>DEPTH</td>
<td>RBS, ERDA, NRA</td>
<td>Yes</td>
<td>None</td>
</tr>
<tr>
<td>DVBS</td>
<td>RBS</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>GISA</td>
<td>RBS</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>IBA</td>
<td>RBS, ERDA, NRA</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Particle Solid Tools</td>
<td>RBS</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>PERM</td>
<td>RBS</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>RBX</td>
<td>RBS, ERDA, NRA</td>
<td>Yes (DEPTH model)</td>
<td>None</td>
</tr>
<tr>
<td>RUMP</td>
<td>RBS, ERDA</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>SIMNRA</td>
<td>RBS, ERDA, NRA</td>
<td>Yes (Gaussian approx. of DEPTH model)</td>
<td>Double Scattering approximation optional</td>
</tr>
<tr>
<td>WiNDF (DataFurnace)</td>
<td>RBS, ERDA, NRA, NDP, PIXE</td>
<td>Yes (Gaussian approx. of DEPTH model)</td>
<td>Double Scattering approximation optional</td>
</tr>
</tbody>
</table>
Of those that include small angle multiple scattering, only DEPTH and RBX use the full theoretical treatment of Szilagyi [60] mentioned in section 2.6.1 and discussed below. The other two, SIMNRA and WiNDF use a Gaussian approximation of the energy broadening with the width obtained using the DEPTH code, to simplify the calculation. Most energy broadening effects are modelled as Gaussian functions as these can be easily combined to predict the experimental resolution. However, as shown by Szilagyi, the energy spread due to multiple scattering is not Gaussian.

In the DEPTH code treatment of multiple scattering, the angular deviation and lateral displacement of each particle are highly correlated and this dependence must be explicitly corrected for. Scattering along inward and outward paths are independent, so the analytical representations of these two components are to be convolved with the other, usually Gaussian, components. The convolution process is complicated for non-Gaussian functions. For this reason, Gaussian shaped approximations are attractive as the convolution of these returns another Gaussian whose width is simply calculated via quadratic summation. Szilagyi has employed an alternative curve fitting method that allows a convolution-like composition to be done more readily. While describing their method as ‘not rigorous’, the results are more precise than those obtained using Gaussian approximations.

Szilagyi, Wielunski and co-workers have demonstrated the DEPTH code against H profiles in thin layered Al, Cu, Ag, and Au samples [69], and in thicker Al, Cr, Zr, and W samples [70] measured by He-ERDA. The calculated curves fitted the measured data quite well - much more closely than did RBX which has no multiple scattering treatment, providing strong evidence of the need to include multiple scattering effects. It was shown that not accounting for multiple scattering effects will result in incorrect sample interpretation. It was concluded that multiple scattering is the dominant component responsible for limiting both depth resolution and H detection sensitivity.
In both papers, only recoiled H profiles were calculated – no heavier element profiles were shown. Although the fits were far better than for RBX predictions, discrepancies in both the tailing and the peak yield could still be observed. These effects were more pronounced for the heavier samples, and were attributed to plural scattering which was not taken into account. Due to the higher cross sections, the discrepancies are expected to be greater for heavy ions and high Z recoil elements.

Of the many simulation codes, the few sophisticated programs such as DEPTH, SIMNRA, and WiNDF (which is actually a fitting algorithm with DEPTH and SIMNRA type simulations embedded) are gaining popularity, and regularly feature in published material studies. However, they rarely appear in studies using heavy ion techniques, and do not appear to have been properly tested or at least convincingly demonstrated to be accurate for HIERDA of heavy recoil species where multiple and plural scattering effects are most pronounced. Elliman et al. [33] determined that, in HIERDA using Au ions, DEPTH calculations underestimated the measured depth resolution of Al and Co recoils, except at the surface. Weijers et al. [92] showed DataFurnace simulations fit well to light element (O, N) spectra obtained by HIERDA with 200 MeV Au ions, but discrepancies existed for Si spectra. Similar discrepancies occurred for SIMNRA fitting to Si and O profiles from HIERDA measurements using 10 MeV Au in work by Climent Font et al. [40].

Alternative methods exist with the potential to enable inclusion of all effects. A novel artificial neural network approach introduced by Vieira and Barradas [93] uses a ‘learning algorithm’ which can eventually interpret experimental spectra, after being ‘trained’ on a sample set of ‘known’ spectra and solutions. The program requires no built-in physics. The principle drawback is the requirement for 1000’s (or 10’s of 1000’s !) of sample spectra of each specific system to be studied (e.g. Ge implants into Si, to doses between \(10^{14}\) and \(10^{18}\) Ge atoms/cm\(^2\) and depths between 1 and 1500 nm). While the training burden is clearly a significant impediment, some success has been demonstrated for a few more complex systems, using training spectra generated artificially with simulation codes. Of course, if the simulated spectra have not comprehensively accounted for plural scattering effects, then the training process has an inherent weakness, and errors are likely to
be made when analysing real samples which do have these effects. So far, the method has only been applied in systems where the plural scattering contributions, and any deficiencies in the DEPTH treatment of multiple scattering, have been declared negligible.

The most promising method for dealing appropriately with multiple and plural scattering is Monte Carlo simulation. The modelling of individual interactions inherently allows for proper inclusion of all scattering effects. There is currently no general release MC software available for analysis of ion beam data. All studies so far that have applied MC techniques to IBA problems, have employed codes developed by the authors, usually based upon existing fundamental ion transport algorithms originally created for other purposes.

2.8 Summary

HIERDA is a powerful analysis tool and is recognised as a valuable complement to other materials characterisation methods. Multiple and plural scattering strongly effect HIERDA experiments, in some cases being the limiting factor in obtainable depth resolution and sensitivity. A rigorous analytical treatment of small angle multiple scattering goes a long way towards reducing the errors associated with the influence of multiple scattering on measured elemental energy profiles. This approach, however, fails to correctly account for the high and low energy spectral features associated with large angle plural scattering. These features are often very pronounced in IBA techniques using heavy ions. Current slab analysis programs cannot reproduce these features accurately, and not accounting for multiple and plural scattering has been shown to lead to incorrect sample analysis in many cases.

Monte Carlo simulation is a natural choice for studying these effects. A detailed understanding of all scattering contributions may contribute to the development of an analytical approach to their inclusion. Alternatively, improvements in the efficiency of MC simulation of HIERDA spectra may ultimately allow routine use of this approach for data analysis.
Chapter 3

Experimental Method for Acquisition of Reference Spectra

The Monte Carlo simulation developed as part of this study (described in detail in the next chapter), requires validation against experimental data. Reference spectra were acquired from measurements conducted on well characterised samples for direct comparison to simulated spectra. The samples were specifically chosen to test the ability of the code to accurately predict the complex features associated with plural scattering, and to demonstrate pathological cases where data interpretation is difficult and MC simulation offers some insight into the contributing factors.

The experimental configuration to be simulated is described here along with descriptions of the samples and the method of data processing, including the extraction of Time spectra for comparison to simulated data.

3.1 Experimental Configuration

3.1.1 Accelerator

The HIERDA measurements were performed using the ANTARES (Australian National Tandem Accelerator for Applied RESearch) accelerator facility of the Australian Nuclear Science and Technology Organisation (ANSTO), located at Lucas Heights, Australia.
ANTARES is a 10 MV Tandem accelerator with several beam-lines and target stations including the Ion Beam Analysis chamber fitted with a Time-of-Flight spectrometer for HIERDA. A multi-sample caesium sputter ion source allows a choice of ion species. $^{127}$I and $^{81}$Br beams at energies between 40 and 97.5 MeV were used in this work.

### 3.1.2 Time-of-Flight Spectrometer

The Time-of-Flight and Energy (ToF-E) telescope is positioned at an angle of 45° to the incident beam direction as shown in Figure 3.1. Samples are typically mounted symmetrically with incident and exit angles of 67.5° to the surface normal, although this can be adjusted by tilting the sample relative to the beam direction to improve recoil yield in some measurements.

![Figure 3.1 Schematic of experimental target chamber and Time-of-Flight telescope.](image)

(Figure adapted from [94] as cited in [10])

The ToF-E telescope of the ANSTO installation follows the design of Whitlow and has been described in detail in [95]. The telescope consists of two time pick-off detectors separated by a flight length of 495 mm, and a silicon surface barrier energy detector. The time pick-off detectors are based on the design by Busch et al. [96] and are shown in Figure 3.2. Each time detector
consists of a 25.3 µg/cm² carbon foil perpendicular to the path of the recoil ions entering the detector. Secondary electrons ejected from the foils when the recoil nuclei pass through, are directed towards the micro-channel plate electron multipliers by an electrostatic potential ‘mirror’ and the resulting timing signal is recorded. The design is such that the electron trajectories are isochronous relative to the position on the foil struck by the recoil ion, to minimise the electron path length contribution to time resolution.

Figure 3.2 Schematic diagram of time pick-off detector (picture adapted from [95])

A Time to Amplitude Converter produces a pulse with a voltage amplitude related to the time interval between the two timing signals. A greater number of signals is generated by the first timing foil than the second due to the former’s larger solid angle. To reduce the number of random coincidence events recorded by START signals without corresponding STOP signals, the pulse from the second timing foil is used as the START signal, and the pulse from the first timing foil is delayed and used as the STOP signal. The flight time \( \Delta T \) is given by \( \Delta T = T_0 - T \) where \( T \) is the time measured between the timing signals by a Time to Amplitude Converter (TAC), and \( T_0 \) is the delay time added to the signal from the first time detector.
A silicon surface barrier (SiSB) detector is used as the energy detector of the ToF-E telescope. The SiSB detector has an active area of 100 mm$^2$ and is positioned approximately 15 mm after the second timing foil, such that the effective solid angle for the ToF-E telescope is determined by the solid angle of the second timing foil and not further reduced by the energy detector.

The two outputs of the ToF-E detector are processed in coincidence mode so that only events generating both Time and Energy signals are recorded. The energy-proportional pulse and the TAC output are converted from analogue voltage amplitudes to digital channels and stored event-by-event in a log file during run-time. The event file data can be displayed as two-dimensional histograms viewed during measurements, or post-processed off-line.

### 3.2 Experimental Output and Data Processing

#### 3.2.1 Two Dimensional Time-of-Flight and Energy Histograms

Plotting of two-dimensional ToF-E histograms and the extraction of one-dimensional Time spectra in this work is done using the RDA (Recoil Data Analysis) software developed at RMIT by Stannard [5]. Figure 3.3 shows an example of the 2-D ToF-E histogram from a measurement of a multi-layered chromium sample consisting of three 135 nm Cr layers on a Si substrate, where the intermediate layer is a metalised hydrocarbon layer containing 18 % Cr, 64 % C and 18 % H.

Each isotopic mass is represented as a curve in the Time-Energy plane, with the colour map representing counts. The elements present in this sample are labelled. The upper right end of each curve represents the detection of the highest energy particles of each mass, from either the sample surface or the uppermost interface of a sub-surface layer. The Cr signal shows the 3 layers, the surface and buried layers having higher intensity than the intermediate layer which has a lower Cr content. The surface can be seen to have some C and O contamination. The C signal of the intermediate layer is clear, and this layer also has some N and O contamination. The H signal is not visible in this plot as the gain settings have been chosen optimally for heavier recoil species. The Si
substrate can be seen below the sample layers. Some tailing is visible at the layer interfaces for each element – this is the multiple scattering contribution i.e. particles detected whose energy is not simply related to the scattering kinematics and the electronic energy loss associated with their depth of origin.

The data from a single isotope may be selected geometrically using the graphical user interface of the RDA software, and the subset of events can be projected to the Time or Energy axis, and extracted to a separate file for display as a Time spectrum. Figure 3.4 shows the geometrical selection of the Cr signal (a), ‘cut’ of points outside the selection (b), and projection of the selected subset to the Time axis (c). The Cr Time spectrum clearly shows the 3 layers but it is interesting to observe that at all three layer interfaces, the distinction between the layers is obscured by the pronounced tailing due to multiple and plural scattering. The precise location of the interfaces is unclear, and the traditional ‘trapezoidal’ shapes normally associated with discrete layers in backscattering and recoil spectra are almost unrecognisable.

**Figure 3.3** Two-dimensional histogram from a HIERDA measurement of a Cr multi-layer sample with dimensions and composition as depicted (right).
Figure 3.4 Geometrical selection (a), subset extraction (b), and projection to Time axis (c) of Cr signal from 2-D Time-Energy histogram.
### 3.2.2 Calibration

Time calibration is achieved by collecting spectra for a set of known samples and extracting Time spectra. For each known element, the time channel corresponding to the half height of the surface edge of the measured peak (see Figure 3.5) is associated with the energy of atoms recoiled from the surface. The surface recoil energy is calculated using Equation 2.2 for the recoil kinematic factor, and converted to time using Equation 2.16. The calculated recoil energy is corrected for energy loss in the first timing foil using stopping powers calculated with SRIM. An example of a calibration data set is given in Table 3.1. This calibration is for the 97.575 MeV Iodine beam as specified in Table 3.2 along with the detector parameters required for the calculations. The determination of the surface edge channel is shown in Figure 3.5 for recoiled Zr. The resulting Time calibration function is also shown in Figure 3.5, showing that the response of the Time-of-Flight telescope is highly linear.

<table>
<thead>
<tr>
<th>Recoil Species</th>
<th>Mass (amu)</th>
<th>Z</th>
<th>Recoil Kinematic Factor</th>
<th>Recoil Energy (MeV)</th>
<th>Stopping Power in C foil, S(E) (keV/ug/cm²)</th>
<th>E Loss in C foil (keV)</th>
<th>Energy in ToF (MeV)</th>
<th>Time of Flight (ns)</th>
<th>Surface Edge (measured channel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>12.011</td>
<td>6</td>
<td>0.1580</td>
<td>15.415</td>
<td>5.4742</td>
<td>109</td>
<td>15.305</td>
<td>31.56</td>
<td>486</td>
</tr>
<tr>
<td>O</td>
<td>15.999</td>
<td>8</td>
<td>0.1989</td>
<td>19.403</td>
<td>8.2956</td>
<td>166</td>
<td>19.237</td>
<td>32.49</td>
<td>481</td>
</tr>
<tr>
<td>Si</td>
<td>28.086</td>
<td>14</td>
<td>0.2968</td>
<td>28.956</td>
<td>18.764</td>
<td>375</td>
<td>28.580</td>
<td>35.32</td>
<td>465</td>
</tr>
<tr>
<td>Co</td>
<td>58.933</td>
<td>27</td>
<td>0.4331</td>
<td>42.261</td>
<td>40.349</td>
<td>807</td>
<td>41.454</td>
<td>42.48</td>
<td>424</td>
</tr>
<tr>
<td>Zr</td>
<td>91.220</td>
<td>40</td>
<td>0.4866</td>
<td>47.482</td>
<td>48.291</td>
<td>966</td>
<td>46.516</td>
<td>49.90</td>
<td>380</td>
</tr>
<tr>
<td>Ta</td>
<td>180.950</td>
<td>73</td>
<td>0.4846</td>
<td>47.284</td>
<td>50.106</td>
<td>1002</td>
<td>46.281</td>
<td>70.45</td>
<td>269</td>
</tr>
<tr>
<td>Au</td>
<td>196.970</td>
<td>79</td>
<td>0.4766</td>
<td>46.504</td>
<td>49.65</td>
<td>993</td>
<td>45.511</td>
<td>74.12</td>
<td>249</td>
</tr>
<tr>
<td><strong>Beam:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>I</strong></td>
<td>126.900</td>
<td>53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Scattered from:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td>180.950</td>
<td>73</td>
<td>0.6430</td>
<td>62.745</td>
<td>55.003</td>
<td>1100</td>
<td>61.645</td>
<td>51.12</td>
<td>377</td>
</tr>
</tbody>
</table>

### Table 3.1 Time of Flight calibration data for HIERDA measurements using 97.575 MeV Iodine beam and detector parameters as specified in Table 3.2.
Table 3.2 Incident beam energy calculation and detector parameters for input to Time of Flight calibration of Table 3.1

<table>
<thead>
<tr>
<th>Beam Parameters</th>
<th>Detector Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam species: $^{127}$I (Iodine)</td>
<td>Recoil detection angle: 45 degrees</td>
</tr>
<tr>
<td>Mass 126.9 u</td>
<td>Flight length: 0.495 m</td>
</tr>
<tr>
<td>Injection voltage 0.075 MV</td>
<td>Timing foil thickness: 25.3 $\mu$g/cm$^2$</td>
</tr>
<tr>
<td>Tank Voltage 7.500 MV</td>
<td></td>
</tr>
<tr>
<td>Energy at Stripper 7.575 MV</td>
<td></td>
</tr>
<tr>
<td>Charge State 'Q' 12+</td>
<td></td>
</tr>
<tr>
<td>Energy of beam 97.575 MeV</td>
<td></td>
</tr>
</tbody>
</table>

Zr recoiled by 97.575 MeV $^{127}$I

Figure 3.5 Calibration Time spectra for Zr recoiled by 97.575 MeV $^{127}$I with surface edge channel indicated by the arrow (left); and Time of Flight calibration curve for data in Table 3.1 with linear regression fit (right).

Different Energy signal amplifier gain and Time signal delay settings were adopted for each set of measurements on different samples or with different beam species and energies. This was to ensure the appropriate ranges of Flight times and residual energies were included for the recoil species being measured. Scattered ion signals were also always included as these are used for normalising the simulated and measured spectra. A new calibration was performed for each new combination of gain and delay settings.
The negative gradient of the Time calibration function is a consequence of the reversal of the signals from the first and second time pick-offs to produce the STOP and START pulses respectively. The constant offset ($c = 118.70$ ns in this example) is closely related to the delay applied to the first Timing pulse (120 ns for this measurement), but differs by the internal delay associated with the electronic signal processing.

The energy detector is not explicitly calibrated for measurements relating to this work. The signal from the SiSB detector is used as the mass dispersive element only. Off-line processing of the HIERDA data enables the signal from different masses to be separated graphically. This makes accurate absolute calibration of the energy detector unnecessary. The calibration of SiSB energy detectors is complicated by their non-linear energy response which is mass and charge dependent, and degrades due to radiation damage during measurements [5].

### 3.2.3 Time Spectra vs Energy Spectra

The Time of Flight spectra may be converted directly to Energy spectra using the relationship in Equation 2.16 after correction for energy loss in the timing foils. The superior resolution of the Timing foils compared to the SiSB energy detector means that Energy spectra generated by conversion of Time spectra feature better depth resolution than Energy spectra from the SiSB detector [45].

It is the Energy axis of the Energy spectra which is normally associated with depth in the ‘spectral scaling’ process for interpreting ERDA data. In this method, tabulated recoil cross-sections and effective stopping powers for each layer are interpolated to determine scaling factors for each channel in the recoil spectrum. Channel by channel, the yield data are scaled to concentration and the energy scale transformed to depth. The method relies on the assumption that each layer is
sufficiently thin that the stopping power, $dE/dx$, and the scattering cross-sections are constant within the layer.

Data interpretation by simulation makes this scaling unnecessary – after iteratively refining the sample description and matching predicted energy spectra to experimental spectra, the proposed description is assumed to describe the real sample. By convention, most simulations predict energy spectra, as the various factors which influence the resolution of measurements are described theoretically as energy broadening processes.

For matching with Monte Carlo simulated spectra, the experimental data is retained as Time spectra. These are subject to a far simpler direct calibration procedure, as described above, than are energy detector spectra. The resolution of the detection system is not explicitly modelled in this work. In the case of the ToF detector, the Time resolution of the ANSTO system is approximately 340 ps [5] which is a width of approximately 2 channels for the calibration shown above. Other contributions to resolution such as finite detector solid angle and multiple scattering, produce much more significant effects and the influence of Time detector resolution may be safely neglected.

### 3.3 Samples

A range of different samples were chosen for consideration in this work. HIERDA measurements were conducted on the samples using different beam species and incident energies. Samples included different elements, layer thicknesses, and multi-elemental compositions of interest e.g. light elements in a heavy matrix, or more than one heavy element of similar atomic mass. Sample composition and layer thicknesses were independently known prior to the HIERDA measurements. The gold single layer samples and metallic multi-layered samples for which results have been included in this work have been previously used in other studies by other authors, and characterisations used in this work are those previously published. The tantalum pentoxide samples and their characterisations were provided by the Korean Research Institute of Standards and
All samples used in this study have been manufactured specifically for previously published multiple scattering and resolution studies, or as layer thickness reference standards, and as such have been prepared to have low surface and interfacial roughness and high layer thickness uniformity.

3.3.1 Mono-elemental Gold Layers

Typical samples analysed by HIERDA users are very thin layered structures, and it is the layer interfaces that are made complex by multiple scattering. A single layer of high Z material is a simple structure which would demonstrate the features to be studied. Thin mono-elemental samples require shorter simulation times, and the use of a high Z material ensures that multiple scattering effects are well pronounced.

Mono-elemental Au layers with thicknesses between 39 and 139 nm on Si substrates were used as a benchmark for validation of the simulation, assessment of the timing efficiency improvements, and demonstration of the breakdown of the plural scattering contribution to spectra. Samples were analysed with 60 MeV and 70 MeV $^{127}$I$^{9+}$ ions incident at 67.5$^\circ$ to the sample surface normal. The measured data for the 60 nm sample were provided by Peter N. Johnston and described in [87]. Other mono-elemental Au layer samples were manufactured by Sunni Lim at the RMIT Microscopy and Microanalysis Facility.

3.3.2 Beyond the critical angle

To study plural scattering, spectra were collected from a beam-sample combination for which the detector lies beyond the critical angle for single scattering (see Equation 2.3). This configuration yields a purely multiply scattered spectrum for the scattered beam ions i.e. no single scatter contribution is present. This also provides a test for the ability of the simulation to appropriately reproduce such a result which can be seen experimentally, but cannot be predicted by any analytical simulation.
A solid Vanadium sample was analysed with a 60 MeV $^{81}$Br$^{8+}$ ion beam at an incident angle of 67.5° to the sample surface normal. The critical angle for scattering of Br from V is 39.6° which is less than the experimental detection angle of 45°. The measured data were provided by Peter N. Johnston and described in [87].

### 3.3.3 Light elements in heavy matrix

Well characterised tantalum pentoxide reference samples were obtained from the Korean Research Institute for Standards and Science (KRISS). This tantalum-oxygen compound, of interest to material scientists as a dielectric material for high density memory devices, is an example of a light element present in a heavy matrix which is problematic for analysis by RBS, and is therefore a typical candidate for analysis by HIERDA. The relative effects of multiple scattering on heavy and light elements may be compared using the simulation.

Two reference samples were provided having Ta$_2$O$_5$ layers of 91.3 nm and 326 nm on Si substrates. These samples were analysed with ion beams of 40 MeV, 77 MeV and 97.5 MeV $^{127}$I ions, incident at 67.5° to the sample surface normal. The author would like to thank Dae Won Moon of KRISS for providing these samples.

### 3.3.4 Double Layers

A series of multi-layered samples were measured that consist of two pure metallic layers, separated by an intermediate amorphous hydrocarbon layer, on a Si substrate. In some of the samples, the same metal is also present in a low percentage in the intermediate layer. Detailed descriptions are given in Table 3.3.

These multi-layered samples demonstrate the effects of multiple scattering by direct comparison of surface layers to buried layers, and show the compound effect of superposition of plural scatter
tailing features at layer interfaces. They also provide a test of the ability of the simulation to reproduce these complex artefacts. The Ag sample is used in Chapter 7 as an example of a case where the signal from the scattered beam ions overlaps with that of a sample element. ToF-E spectra from the Cr sample were shown in section 3.2 to demonstrate the data extraction procedure. The samples were analysed with ion beams of 40 MeV, and 82.5 MeV $^{127}$I and $^{81}$Br, incident at 65° to the sample surface normal.

These samples have previously been used in multiple scattering studies by Wielunski et al. [70] and Szilagyi et al. [69]. In those works, the experimental depth resolution obtainable for hydrogen profiling of the intermediate layer was investigated. The results were compared with predictions by the DEPTH code, including a small angle multiple scattering model (see Chapter 2). The author would like to thank Leszek Wielunski for his interest in the present study and for providing these samples.

**Table 3.3** Layer descriptions of the multi-layered samples measured to generate reference spectra.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cr</td>
<td>Cr 18 % : C 64 % : H 16 %</td>
<td>Cr 135 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>135 nm</td>
<td>135 nm</td>
<td>135 nm</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>W 74 % : C 26 %</td>
<td>W 32 % : C 63 % : H 5 %</td>
<td>W 77 % : C 23 %</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>110 nm</td>
<td>110 nm</td>
<td>110 nm</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Zr</td>
<td>Zr 18 % : C 66 % : H 16 %</td>
<td>Zr 200 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>200 nm</td>
<td>200 nm</td>
<td>200 nm</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Al</td>
<td>*a-C$<em>{1.0}$H$</em>{0.7}$Al$_{0.3}$</td>
<td>Al 355 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>355 nm</td>
<td>50 nm</td>
<td>350 nm</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Cu</td>
<td>*a-C$<em>{1.0}$H$</em>{0.6}$</td>
<td>Cu 170 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>170 nm</td>
<td>50 nm</td>
<td>173 nm</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Ag</td>
<td>*a-C$<em>{1.0}$H$</em>{1.0}$Cl$<em>{0.1}$Ca$</em>{0.35}$</td>
<td>Ag 166 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>166 nm</td>
<td>50 nm</td>
<td>165 nm</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Au</td>
<td>*a-C$<em>{1.0}$H$</em>{0.85}$Cl$_{0.7}$</td>
<td>Au 145 nm</td>
<td>Si</td>
</tr>
<tr>
<td></td>
<td>145 nm</td>
<td>50 nm</td>
<td>144 nm</td>
<td></td>
</tr>
</tbody>
</table>

* hydrogenated amorphous Carbon (a-C) with trace elements as indicated
Chapter 4

Monte Carlo Ion Transport and

HIERDA Simulation

Monte Carlo simulation of HIERDA spectra requires simulation of the trajectories of individual ions, which collectively make up the analysing beam. The paths of these ions are generated by considering the stochastic processes and physical forces governing the transport of the ions through matter. In this chapter, the methods used to simulate ion transport, including scattering events and energy loss processes are described. The adaptation of an existing ion transport code to the problem of generating simulated HIERDA spectra is discussed. Some HIERDA specific modifications are required such as the virtual detection of scattered and recoiled particles.

Sample results are presented to demonstrate the ability of the Monte Carlo simulation to successfully reproduce the features in HIERDA spectra which are attributable to multiple and plural scattering. It is these features that are the subject of this investigation. An example is presented of a purely multiply scattered spectrum to illustrate the successful handling of a case which is beyond the capability of traditional slab analysis methods.
4.1 Description of Ion Transport Simulation

4.1.1 Event-by-Event Simulation of Ion Beam Analysis

The principle of the event-by-event simulation approach is to consider the contribution to the spectrum of each ion in the analysing beam of the HIERDA experiment. That is, to reproduce the path, or ‘history’ of each ion incident upon the sample including its direction changes and energy loss, and ultimately its energy deposition, if any, in the detector.

Firstly an ion with a specified charge and mass is initiated with a trajectory consistent with the energy and direction of the experimental beam relative to the sample surface. As it penetrates the sample the ion will undergo electromagnetic interactions with electrons and nuclei of the sample. The transfer of momentum will result in direction and velocity changes for the ion. Ultimately, the ion and any recoil atoms displaced in these interactions, will either stop somewhere within the sample material or emerge from the sample, possibly in the direction of the detector.

A detected ion or recoil will generate a signal in the experimental system that is recorded in the output spectrum. The signal amplitude will be related to the kinetic energy of the detected particle by a calibration function established experimentally. In the simulation, the energy of an ion entering the virtual detector is known explicitly. Events depositing energy in the detector are recorded individually for later processing into a spectrum using binning parameters derived from the experimental signal processing configuration. The simulation of particle detection is discussed later in this chapter.

4.1.2 Binary Collision Model for Ion Transport

The path of the positively charged ion through the sample is dictated by electromagnetic interactions between the ion and the positively charged nuclei and the negatively charged electrons of the atoms in the sample. At any moment in time, the net force on the ion will be the sum of the
forces, dominated by the Coulomb force, due to all charged particles in the sample. The net force will change continuously as the position of the ion changes relative to the other charged particles. Clearly as the Coulomb force is inversely proportional to the square of the separation between charged particles, only those nearest the ion contribute significantly. In fact, the path of the ion is dominated by direction changes occurring when the ion passes very close to nuclei in the sample matrix. Screening tends to increase the influence of the nearest nucleus particularly when the distance is less than the radii of the inner electrons.

When the ion passes near to a nucleus the force on the ion due to that nucleus becomes much greater than that due to more distant nuclei according to the $1/r^2$ dependence of the Coulomb force. The net force on the ion may be approximated by the single term due to the nearest nucleus.

In this way, the path of the ion may be approximated by a series of binary collisions between the ion and individual single target nuclei. These binary interactions are separated by free flight paths assumed to be straight lines. This latter assumption follows from (i) nuclei exert no net effect when the ion is far away, and (ii) electrons will have a negligible influence on the direction of the ion’s path, due to the very large difference in masses.

### 4.1.3 Monte Carlo Simulation for Stochastic Processes

Ion histories consist of stochastic processes. That is, collisions with target nuclei and energy transfer to electrons are processes that are random within appropriate probability distributions. The simulation of a random event is achieved by generating a (pseudo-) random number which is used to determine the outcome of the random experiment. The reference to ‘Monte Carlo’ draws the analogy with the rolling of dice, and is an expression which has been used since the time of the Manhattan Project. It refers to the idea of simulating random outcomes explicitly and individually rather than performing calculations using average values or distributions of random variables.
The main stochastic events to be simulated are (i) Coulomb scattering between the incident ion and target nuclei, and (ii) electronic stopping – the transfer of energy from the incident ion to electrons of the target material. The Monte Carlo simulation of a Coulomb scattering event is described here, followed by a discussion of the Continuous Slowing Down approximation of electronic energy loss.

### 4.1.4 Monte Carlo Simulation of Coulomb Scattering

The scattering equations governing the energy transfer and direction changes of the ion and the recoil atom (described in section 2.2) are usually solved in centre of mass co-ordinates as depicted in Figure 4.1. The force between the two particles acts along the line between them, and the relative motion of the particles can be reduced to that of a single particle moving in a central potential centred at the origin of the C of M co-ordinates (more details are given in section 4.1.6). The relevant centre of mass relationships are:

Energy in the C of M system:

\[
E_{CM} = \frac{M_2}{(M_1 + M_2)}E_0
\]  
(4.1)

Recoil scattering angle:

\[
\phi_{CM} = 2\phi
\]  
(4.2)

Ion scattering angle:

\[
\theta_{CM} = \pi - \phi_{CM} = \pi - 2\phi
\]  
(4.3)

When \(M_1 \leq M_2\):

\[
\theta_{CM} = \theta + \sin^{-1}\left[\frac{M_1}{M_2}\sin(\theta)\right]
\]  
(4.4)

or for \(M_1 > M_2\), \(\theta_s\) is double valued:
\[
\theta_{CM} = \begin{cases} 
\theta + \sin^{-1}\left(\frac{M_1}{M_2} \sin(\theta)\right) \\
\pi + \theta - \sin^{-1}\left(\frac{M_1}{M_2} \sin(\theta)\right)
\end{cases}
\] (4.5)

**Figure 4.1** Ion-atom scattering in Centre-of-Mass co-ordinates showing Impact Parameter, \(b\), distance of closest approach, \(r_0\), and the C of M scattering and recoil angles \(\theta_{CM}\) and \(\phi_{CM}\).

### 4.1.5 Impact Parameter

The magnitude of the collision is determined by the *impact parameter*, \(b\), which is defined as follows. The straight line path of the ion would pass a distance \(b\) from the nucleus in the absence of the repulsive Coulomb force between the particles (see Figure 4.1). An impact parameter of zero would represent a ‘direct hit’ or ‘knock-on’ collision in which the recoil would be in the direction
of the incident ion path, and the post-collision direction of the ion would be either unchanged or backscattered along the incident path.

For a large impact parameter, the ion passes far from the target nucleus, the repulsive Coulomb force is small, and the incident ion suffers little deflection from its original path. The recoil atom receives a small fraction of the incident energy, but has a large recoil angle, $\phi$ (see Figure 2.2).

Small impact parameters yield a larger deflection for the incident ion, a larger fraction of the incident energy is transferred to the recoil and the recoil’s direction is closer to that of the incident ion.

The impact parameter is related to the probability of scattering as a function of angle as described for Rutherford scattering by equations 2.4 and 2.5. The ‘glancing’ deflection of large impact parameter collisions are more probable than large angle scattering events due to the larger area of the annular ring between $b$ and $b+\delta b$ when $b$ is large (see Figure 4.2). However, these glancing collisions have the least effect on the ion’s direction and energy and are the least likely to generate recoils of interest. They are responsible for the small directional deviations referred to as ‘multiple scattering’.

Close collisions due to small impact parameters are lower probability events, but are responsible for the ejection of energetic recoil atoms, and the large direction changes of the incident ions which enables them to be scattered into the detection system of the HIERDA experiment.
Figure 4.2 Incident particles entering the ring between $b$ and $b+\delta b$ are scattered uniformly into a ring of angular width $d\theta$.

4.1.6 Selection of Target Atom and Impact Parameter

In the MC simulation, the elemental species of the target atom in each binary collision is randomly selected from a stoichiometrically weighted distribution of the elements present in the sample. The magnitude of the scattering event is determined by randomly generating an impact parameter, $b$, within a $1/r^2$ weighted distribution between 0 and $b_{\text{max}}$, where $b_{\text{max}}$ is the largest possible impact parameter based on the average interatomic separation of atoms in the target as calculated from the atomic density assuming an amorphous distribution. For efficiency reasons, $b_{\text{max}}$ can be forced to be smaller when coupled with long free flight paths. This will be discussed in detail in section 4.1.8.

The scattering occurs within a plane defined by the post-collision trajectories, however this plane may be oriented at any azimuthal angle with respect to the original ion trajectory with equal probability. Hence another random number is generated between 0 and $2\pi$ to determine the azimuthal orientation of the scattering plane.
The randomly generated impact parameter is used to determine the energy transfer and the scattering angles $\theta$ and $\phi$. These angles, together with the azimuthal orientation, $\psi$, are used to compute the new ion and recoil trajectories.

For energies above a pre-determined threshold, the unscreened Coulomb (Rutherford) potential is used for computing efficiency reasons and the relationship between $\theta_{CM}$ and $b$ is

$$\sin^2\left(\frac{\theta_{CM}}{2}\right) = \left[1 + \left(\frac{2bE_c}{z_1z_2e^2}\right)^2\right]^{-1}$$

(4.6)

At lower energies, the distance of closest approach of the ion to the target atom is greater, and electronic screening cannot be neglected. As discussed in Chapter 2, the influence of charge state further complicates the screening between two atoms. Ziegler, Biersack and Littmark (ZBL) developed an interatomic potential function, depending only upon the interatomic separation, describing the force between the particles including the influence of screening by atomic electrons. The screening was described by a fitted universal screening function. The complete derivation (available in [17]) is lengthy, but a summary is included below.

The ZBL Universal Interatomic Potential, $V(r)$, is specified as

$$V(r) = \frac{z_1 z_2 e^2}{r} \Phi\left(\frac{r}{a}\right)$$

(4.7)

in terms of the ZBL fitted Universal Screening Function, $\Phi(x)$:

$$\Phi(x) = 0.1818e^{-3.2x} + 0.5099e^{-0.9423x} + 0.2802e^{-0.4029x} + 0.02817e^{-0.2016x}$$

(4.8)

expressed as a function of the reduced separation, $x$:

$$x = \frac{r}{a}$$

(4.9)
for the screening length

\[
a = \frac{0.8853a_0}{z_1^{0.23} + z_2^{0.23}}
\]  

(4.10)

Where \(a_0 = 0.529 \, \text{Å}\) is the Bohr radius.

The scattering angle \(\theta_{CM}\) is then shown to be related to the impact parameter, \(b\) by,

\[
\cos\left(\frac{{\theta_{CM}}}{2}\right) = \frac{b + \rho + \delta}{r_0 + \rho}
\]

(4.11)

Where \(\rho\) is a characteristic radius related to distance of closest approach, \(r_0\) (see Figure 4.1)

\[
\rho = 2\frac{E_{CM} - V(r_0)}{-V'(r_0)}
\]

(4.12)

and \(E_{CM}\) is the C of M energy from Equation 4.1

\[
E_{CM} = \frac{M_2}{M_1 + M_2}E_0
\]

(4.13)

\(r_0\) is obtained from the relationship

\[
1 - \frac{V(r_0)}{E_c} - \left(\frac{b}{r_0}\right)^2 = 0
\]

(4.14)

which relates the Coulomb energy at the distance of closest approach, to the kinetic energy of the system. In a direct knock-on collision, these two quantities are equal.

The \(\delta\) in Equation 4.6 is a small fitted correction term which ensures that the formula asymptotically approaches the unscreened Coulomb (Rutherford) result in the high energy limit (see [17] for details of the empirical fitting of \(\delta\) for any given potential function).
4.1.7 Calculation of Post-Collision Trajectories

With the C of M scattering angle $\theta_{CM}$ known, the laboratory coordinate scattering angle is

$$
\theta = \tan^{-1}\left(\frac{\sin(\theta_{CM})}{\cos(\theta_{CM}) + \frac{M_1}{M_2}}\right)
$$

(4.15)

and with a randomly generated azimuthal scattering angle $\psi$ in $[0, 2\pi]$, the direction cosine for the ion after the $i^{th}$ collision is

$$
\cos(\alpha_i) = \cos(\alpha_{i-1}) \cos(\theta) + \sin(\alpha_{i-1}) \sin(\theta) \cos(\psi_i)
$$

(4.16)

with similar expressions for the recoil particle using the simple relationship in Equation 4.3:

$$
\phi = \frac{\pi - \theta_{CM}}{2}
$$

(4.17)

so that the direction cosine of the target atom recoiled in the $i^{th}$ collision is

$$
\cos(\alpha_{recoil}) = \cos(\alpha_{i-1}) \cos(\phi) + \sin(\alpha_{i-1}) \sin(\phi) \cos(\psi_i - \pi)
$$

(4.18)

The energy transferred to the target atom in the collision is given by

$$
\Delta T = \frac{4M_1M_2}{(M_1 + M_2)^2} E_0 \sin^2\left(\frac{\theta_{CM}}{2}\right)
$$

$$
= \frac{4M_1M_2}{(M_1 + M_2)^2} E_0 \cos^2(\phi)
$$

(4.19)

as in equation 4.2.

4.1.8 Simulation of Electronic Stopping

Between nuclear scattering events, the incident ions, and displaced energetic recoils, are transported in straight ‘free flight paths’ to the location of the next scatter. Along these paths, the ions are subject to electronic stopping – the transfer of energy to the electrons of the target material. While these energy transfers are in reality discrete events, they are treated in the simulation as a continuous process along the length of the free flight path. The individual energy transfers are
extremely small due to the large difference in masses between the ion and an electron, and the
distances between individual electron scatterings very small compared to the free flight path length.
The continuous energy loss approximation is justified, and an enormous amount of computation is
avoided.

Electronic stopping power is assumed to be a function of the energy of the ion at the beginning of
each free flight path interval. The stopping power \( dE/dx \) is applied over the length of the interval,
assuming that the free flight path length is sufficiently short that any change in \( dE/dx \) due to the
change in \( E \) over the interval is negligible.

The length of the free flight together with the maximum impact parameter is chosen to ensure that
all collisions with an energy transfer above a threshold, \( T_{\text{min}} \), are accounted for. The maximum
impact parameter, \( b_{\text{max}} \), is chosen to ensure the energy transfer \( T_{\text{min}} \), then the flight length \( L \) is
chosen such that there is one target atom in a cylinder of volume \( N^{-1} \), where \( N \) is the atomic density
of the sample in atoms/Å\(^3\), and the cylinder has radius \( b_{\text{max}} \) and length \( L \).

\[
\pi b_{\text{max}}^2 L = N^{-1} \tag{4.20}
\]

so

\[
L = \left[ \frac{\pi b_{\text{max}}^2}{N} \right]^{-1} \tag{4.21}
\]

For calculation efficiency reasons, the free flight length \( L \) is made longer at higher energies in
recognition of the reduced scattering cross sections with corresponding reduced impact parameters.

The electronic energy loss over the interval \( L \) is

\[
\Delta E_e = L N S_e(E) \tag{4.22}
\]

where \( S_e(E) \) is the electronic stopping cross section. The cross section is based on measured data
for H ions, but for the stopping of heavy ions, Ziegler, Biersack and Littmark [17] developed a
semi-empirical formalism by scaling against proton stopping powers. The heavy ion scaling rule
was described in detail in section 2.2.4. An analytical function was fitted to existing experimental
data for H ions, and a velocity proportional correction applied to improve accuracy for low energy
ions. The calculation of the heavy ion electronic stopping proceeds by incorporating the following:

(i) a velocity proportional charge state estimation which accounts for the partial ionisation of
the ion due to electron stripping and capture as it penetrates the target;

(ii) a screening length describing the extent of the electron cloud of the ion as its charge state
varies; and

(iii) an effective charge which deals with the increased energy transfer to target electrons which
penetrate the ion’s electron cloud.

A detailed description may be found in Chapter 3 of [17]. Bohr Straggling is applied to the energy
loss over the interval using Equation 2.14.

This method contains a number of simplifications and assumptions designed to keep the calculation
efficient enough for use in Monte Carlo simulation. The limitations of the method are described in
detail in [17], and comparisons with experimental data showed the calculation to be accurate to
within approximately 10%.

As discussed in Chapter 2, stopping powers are the least well known of the parameters governing
the ion path. Discrepancies exist between theory and experimentally measured values and even the
validity of the concept of velocity proportional effective charge state has been questioned [97]. A
discussion of these inconsistencies at the 16th International Conference on Ion Beam Analysis [98]
may be summarised by the statement by one participant: “your gold is not my gold”. It was
acknowledged that individual sample differences due to manufacturing processes and parameters
were the likely cause, and that the variations in measured stopping powers were unlikely to be
resolved in the near future.

The implication for MC simulation of HIERDA spectra is that substantially more work needs to be
done to develop a reliable formalism for calculating heavy ion stopping powers. Using the present
approach, stopping of heavy ions is generally underestimated, leading to the overestimation of layer thicknesses when spectrum matching between experiment and simulation.

While this may preclude the use of MC simulation for routine analysis of experimental data, the deficiency can be compensated for by the use of overstated layer thicknesses. This enables experimental and simulated spectra to be overlayed for comparison, and the use of Monte Carlo simulation in this study as a tool for understanding the significance of multiple scattering and plural scattering is not compromised.

4.1.9 Application of Monte Carlo Simulation to HIERDA

It remains to be shown that the MC ion transport theory described above can be applied to the study of HIERDA and the effects of multiple and plural scattering.

A preliminary study by Johnston et al [82] showed that these features could be seen in a spectrum even though the statistics achievable with the unmodified code were quite poor. They had trialled large values of $T_{\text{min}}$ in an attempt to reduce simulation times, but essential spectral features were lost. The trial did however give some confidence that MC simulation was worth pursuing. In early stages of the present work, statistically reasonable spectra were generated by compiling the results from many simulations run on more than 20 computers. The results were encouraging, however a total CPU time of 53 days for a single spectrum indicated that efficiency enhancement would represent a major component of further work in this area.

It will be shown in the next section that an existing MC Ion Transport code can be adapted to the generation of HIERDA spectra and successfully reproduce the complex features present in the experimental spectra that are attributable to multiple and plural scattering. Chapter 5 outlines a number of techniques and strategies applied to address the issue of computing efficiency.
4.2 Simulation of HIERDA spectra

The complete simulation of the output spectra of HIERDA experiments requires ion transport modelling as described in the preceding section (4.1), coupled with simulation of the recoil atom detection process.

Fortunately, the development of Monte Carlo codes for modelling ion transport in matter has been the subject of a large body of work by several groups since as far back as the 1960’s (see for example [99-101]). An existing code has been selected for adaptation to HIERDA simulation based on its history of development which includes execution speed as a primary focus. This is based on the very low inherent efficiency of the experimental measurement. A very large number of incident particles are required to generate a sufficient number of detected recoils.

There are a number of different detector systems in use for HIERDA measurements. Research groups have various preferences for the presentation of experimental data, usually based on the detector type and data acquisition system in use at a given facility. At the ANTARES facility at Lucas Heights where the experimental data for this study were acquired (see Chapter 3), the detector in use is a Time of Flight - Energy (ToF-E) telescope. Two dimensional spectra are plotted against ToF and Energy axes and one dimensional spectra are routinely viewed as Time of Flight spectra. In this work, simulation output is manipulated into a form which allows direct comparison with experimental data. Chapter 3 provides a detailed description of the experimental configuration.

4.2.1 FasTrim Ion Transport Code

TRIM is a Monte Carlo ion transport code developed as a product of a comprehensive study by Ziegler, Biersack and Littmark [17] of the transport of ions in matter. The primary application for that work was ion implantation studies for materials modification rather than materials analysis.
The parameters of interest were ion range distributions and vacancy production for defect density prediction.

The simulation code developed for this work was built starting with a fast FORTRAN version of TRIM developed by R. A. Brown and H. J. Hay at the Australian National University Department of Electronic and Materials Engineering. Their code, called “FasTrim”, was developed for implantation and radiation damage concentration profiling [102-104]. The original TRIM code from 1985 was written in FORTRAN and later converted to BASIC for consistency of execution across computer platforms by eliminating variations due to compiler differences. For efficiency reasons, Brown and Hay converted TRIM-88 (version 1.4) back to FORTRAN and implemented a number of programming strategies to improve execution times. Many calculations are optimised in terms of pre-calculated reusable variable combinations to minimise the number of operations performed. Sub-routine calling and parameter passing are minimised by the extensive use of global variables.

The adaptation of FasTrim to this HIERDA application involved some modifications to the code and the addition of various routines to handle those aspects which are HIERDA specific, such as the experimental detection of recoils. Some redundant functionality was identified and removed to reduce processing time. A number of changes required related to the accumulation of statistical data during a simulation. A HIERDA simulation requires such a large number of interactions to be modelled that many calculations were subject to numerical overflows. This serves as an indication of how this exercise is pushing computational limits.

4.2.2 Simulating Ion and Recoil Detection

The simulation generates an output file listing all particles which emerge from the surface of the sample. For each backscattered projectile ion and sputtered recoil atom, the species, energy and
direction cosines are recorded. This list is post-processed to simulate detection by a virtual ToF–E telescope detector of the type described in Chapter 3.

The direction cosines are compared to the limits of the solid angle subtended by the second timing foil of the experimental detector. Only particles which intersect both timing foils will generate a complete time of flight signal. In the simulation, the detector solid angle can be enlarged to improve detection efficiency (see Chapter 5 for more details regarding efficiency improvements).

The energy loss in the carbon timing foils is accounted for, before the corrected energy is converted to a Time of Flight, using the flight length of the telescope. The energy loss in the foils is calculated using the known areal density of the carbon and the stopping powers generated using the same routines as employed in FasTrim. Here the total stopping power is used inclusive of both nuclear and electronic stopping. A program has been written that generates stopping powers in carbon for all ion species at a range of energies from 100 keV – 100 MeV. The results are tabulated in a data file for access by the detection routine.

No attempt is made here to accurately model all aspects of the detector. In particular, the absolute efficiency of the detector is not reproduced i.e. the idealised virtual detector is assumed to be 100% efficient. The energy of each particle satisfying the solid angle and timing constraints of the virtual detection system is recorded. The energy and timing resolution of the detector have not been modelled. The energy detector signal, used in practice for mass separation, is not required in the simulation. The timing resolution is negligible compared to other energy broadening contributions such as energy straggling and detector solid angle, particularly in light of the use of enlarged solid angles for the virtual detector.

The ToF–E telescope is the only detection system considered in this work. In principle, any detector could be modelled and the scattered ions and recoils could be ‘post processed’ for the relevant detection system. The simulation could therefore be used to compare the output spectra of different
systems, and aid the choice of detector system for a particular application. Implementation of some of the optimisations discussed in the following chapter would require knowing the solid angle and Minimum Detectable Energy of the detector system to be incorporated, prior to running the simulation.

### 4.2.3 Generating Simulated Spectra

For direct comparison with experimental data, simulated Time of Flight spectra are generated using the bin-width and offset obtained from the experimental Time of Flight calibration (see section 3.2.2).

As the number of detected particles in a simulation is much lower than for the corresponding experiment, simulated data is generally binned more coarsely to reduce statistical noise in the spectrum. A utility program has been created for post-processing the simulation output. It interactively prompts the user for the required experimental parameters, simulates the detection process, and generates Time of Flight spectra for all elements defined in the FasTrim input file.

### 4.3 Results

To demonstrate the successful application of the Monte Carlo simulation to HIERDA, the program has been applied to two experimental samples. The first is a thin (60 nm) Au layer on a Si substrate to demonstrate the output for a discrete layer. The second is a pure V sample analysed by a $^{81}\text{Br}^{8+}$ beam such that the detection angle is beyond the critical angle for scattering. All detected Br ions in this configuration must have been multiply scattered to reach the detector.

The results of the simulations are compared with experimental measurements of both the scattered projectile ions and the recoiled target atoms.
4.3.1 Mono-elemental Au layer on Si Substrate

A well characterised sample consisting of a single thin (60nm) Au layer deposited onto a Si substrate was analysed using 60 MeV $^{127}$I ions. This single layer demonstrates the features which will be present in the spectrum of the simplest possible sample structure. The output spectra of more complicated samples will essentially consist of convolutions of these features for more elements and more layers (see Chapter 2).

Figure 4.3 shows the simulation results overlayed with the experimental data for the scattered I (panel (a)) and the recoiled Au (panel (b)). The overall shape of the spectra agree very well although it is apparent that the simulated scattered I spectrum is narrower than the experimental spectrum. The width of the Flight Time spectra represents the energy loss of ions traversing the thickness of the layer. Thus, the insufficient width of the simulated spectrum represents an underestimation of the stopping power of I in Au at these energies within the simulation. This deficiency in stopping powers predicted by TRIM has been previously observed by Elliman and co-workers in a HIERDA depth resolution study [33], and by Climent Font et al. [40]. The deficiency can be readily compensated for by increasing the layer thickness in a simulation. Figure 4.4 shows the simulated spectrum from a 75 nm Au layer, overlayed with the experimental data from the measurement of the 60 nm layer. The widths of the two spectra agree.

In reproducing the shapes of the scattered and recoiled spectra, the simulation is correctly reproducing features attributable to multiple and plural scattering. The surface edge of each spectrum, that is the high gradient at the low Flight Time end, features the high energy ‘knee’. This feature is due to the detection of ions and recoils which have been double scattered to reach the detector, and are detected with a higher energy than ions scattered once from the near surface region of the sample. The product of kinematic factors (see Equations 2.1 and 2.2) for two scatters of about 22.5° is greater than the kinematic factor for a single 45° scatter.
Figure 4.3 Comparison of Experimental and Monte Carlo simulated Time of Flight spectra for a 60 nm mono-elemental Au layer on Si substrate analysed using 60 MeV I ions. (a) Scattered I ions, and (b) Recoiled Au atoms.
In will be shown in Chapter 6 that the low energy (i.e. long flight time) tailing is also caused by multiple and plural scattering of ions and recoils in the Au layer. Multiple interactions cause these atoms to lose more energy and be detected with a much reduced energy that is not simply related to their origin within the sample. In particular, they are not a result of interactions in the sample beyond the back of the Au layer as their reduced energy would suggest if the energy axis was scaled to depth in the usual manner of slab analysis. As will be shown in Chapter 5, this low energy tailing is not attributable to substrate effects at all. The low energy tailing in the scattered I spectrum beyond flight times of 75 ns is underestimated by the simulation. This cannot be accounted for by substrate modelling, and is probably evidence of some inadequacies in the ‘universal’ potential used by TRIM.

### 4.3.2 Scattering of Br from V Beyond the Critical Angle

The second example is chosen to exploit the kinematic relationships shown in equations 2.1 and 2.2 to produce a spectrum of purely multiply scattered particles to demonstrate the ability of Monte Carlo simulation to deal with an extreme case. When the mass of the projectile exceeds the mass of...
the target atom, there is a maximum possible scattering angle for the projectile. This is called the critical angle for scattering, $\theta_c$, and is given by

$$\theta_c = \sin^{-1}\left(\frac{M_2}{M_1}\right)$$

(4.23)

The critical angle is sometimes exploited in ERD measurements to avoid the need for a range foil to stop detection of scattered projectiles [10]. It is assumed that scattered projectiles cannot be scattered into the detector and therefore do not need to be controlled for. Experimental measurements will show that this is not necessarily the case for HIERDA, as some projectiles may be multiply scattered into the detector. Traditional ‘slab’ analysis would not predict any scattered yield, and this serves as a good test case for the Monte Carlo model.

An experimental configuration consisting of a solid V target analysed by a $^{81}$Br beam is chosen so that the critical angle of 39˚ is less than the detection angle of 45˚. Figure 4.5 shows a comparison of experimental data with simulated spectra for scattered and recoiled ions from 60 MeV $^{81}$Br ions on V. The recoiled spectrum shows good agreement with experimental data and is used to normalise the two data sets. A comparison of experimental data and simulation for the backscattered Br spectrum shows a similar magnitude and shape, but the simulation exceeds the experimental data for low energy ions with flight times above 110 ns.

Overestimation of low energy tailing may be due to the relative detector efficiency between the simulation and the actual Time of Flight detector. The simulated detector is 100 % efficient – all particles reaching it with sufficient energy not to be rejected based upon timing cut-offs, are recorded. As described in ToF-E detector efficiency studies by Zhang and Whitlow et al. [105], the real detector will suffer some nuclear scattering in the timing foils and other components of the detector structure which will remove some ions from the line of the detector resulting in no Time or Energy signal being generated. As this scattering will preferentially occur with the lower energy particles due to the higher cross sections, the net ratio of high to low energy detections will be
increased. This will not happen in the simulated detector so the ratio will be slightly lower. This
does not account for the underestimation of the tailing in the spectrum of I scattered from Au.

**Figure 4.5** Comparison of Experimental and Monte Carlo simulated Time of Flight
spectra for a solid V target analysed using 60 MeV $^{81}$Br ions beyond the critical angle for
scattering. (a) Purely multiply scattered Br ions, and (b) Recoiled V atoms.
4.4 Conclusion

It has been shown that a Monte Carlo ion transport simulation based on the widely known TRIM code, can be modified and applied to the simulation of output spectra from Heavy Ion Elastic Recoil Detection Analysis experiments. The fundamental spectral shape is very well reproduced including features that can be attributed to multiple and plural scattering in the experimental sample. There are some differences in the width of the main peak in the case of the I projectiles scattered from the Au sample which indicate a deficiency in stopping power as used in the simulation for some ion species and energy ranges. This can be easily compensated for by adjusting layer thicknesses in the simulation. The magnitude of low energy tailing is overestimated for Br ions multiply scattered from V beyond the critical angle, and underestimated for I ions scattered from Au. This tailing is correctly modelled for recoiled atoms in both cases.

The simulation correctly reproduces the shape of each spectrum which is predominantly defined by the contribution from multiple and plural scattered ions and recoils which is the subject of this study. This correlation indicates that the simulation is appropriately modelling the complex histories of these particles, and is able to include these effects in a way which cannot be achieved using conventional analytical model ‘slab’ analysis techniques.

To use Monte Carlo simulation to reproduce and identify the multiple and plural scattering contribution to spectra, will require supplemental programming to identify and record parameters which classify particles and individual events within the histories of these particles. This additional processing burden will result in even longer simulation times which are already so unwieldy as to render the MC approach impractical for anything more than simplified, very specific investigations. Thus the need to improve the efficiency of the calculations became a major focus of this work. In the following chapters, techniques developed to reduce processing time will be described, and the code used to investigate the discrimination and identification of multiple scattering contributions to spectra.
Chapter 5

Efficiency improvements

One of the greatest impediments to successfully simulating HIERDA measurements using MC methods is processing time. A HIERDA experiment consists of a large number of incident ions directed at a sample, and each ion then undergoes many scattering events during its passage through the sample. Simulating the entire experiment requires an enormous number of calculations to be performed. Many of these calculations are relatively time consuming operations such as solving the scattering integral or determining heavy ion stopping coefficients from data in a lookup table. It is therefore important to (a) perform calculations as efficiently as possible, and (b) minimise the time spent processing events that do not contribute to the output results.

The FASTRIM code contains a number of *programming* strategies to increase the speed of calculation. These include pre-calculation of some algebraic combinations of variables, loading lookup tables into RAM, and the choice of fast subroutines for generating random numbers. FASTTRIM also employs some *simulation* strategies to reduce the number of calculations required to model each ion path. These include the use of variable length straight line free flight paths (described in 4.1.2 and 2.2.4) and calculating stopping of heavy ions by scaling against proton stopping power (described in 4.1.8).

The original application of TRIM to ion implantation required that every ion path was followed in detail to an arbitrarily low energy threshold to generate the implantation depth profiles required. The application of the code to a different experimental activity, while responsible for the dramatic
increase in calculations required, allows the possibility of employing other techniques to improve the efficiency of the MC simulation. A number of efficiency improvements to the FasTrim code have been developed to improve the practicability of using MC simulation to generate HIERDA spectra and to study the contributions of Multiple and Plural Scattering.

5.1 Ion Tracking Reduction

Many of the ions incident upon the sample during a HIERDA measurement do not contribute to the output spectra. The close collisions which result in large deflections and the ejection of energetic recoils are low probability events for medium to high energy ions. Most ions of the analysing beam will not have such interactions until near the end of their range in the sample when their energy is very low and this scattering merely influences their final resting place within the sample. Of those that do have significant scattering events, few will generate an ion or recoil that reaches the sample surface, and fewer still will actually reach the detector. The detector subtends only a very small solid angle at the beam spot on the sample, so only a small fraction of possible scattering paths will ultimately lead in the direction of the detector. Even an ion which does exit the sample surface travelling in the direction of the detector must do so with an energy above the minimum detectable energy of the detection system in use.

Ideally in the simulation, to minimise calculation time, only ions which contribute to the output spectrum would be followed. However, the paths of ions in the simulation are governed by the same forces as those acting upon the real ions and are subject to the same statistical distribution of outcomes such as direction of scatter, and fraction of energy transferred in each collision. Consequently there are many simulated ion paths initiated which do not lead to detector interaction events. To reduce the total processing time of the simulation, the time spent following those ions that don’t contribute to the measured output can be reduced.
It is necessary to identify conditions which may be used to classify individual ions as being of interest or not based on their likelihood of generating a detection event. Broadly, an ion or recoil must either be (i) travelling towards the detector with sufficient energy to reach it and be detected, or (ii) it must be kinematically possible for the ion to be scattered into the direction of the detector with enough energy remaining to reach the detector and for the detection event to occur. Parameters which may be used to assess this likelihood include:

(i) The instantaneous direction of the ion’s trajectory  
(ii) the kinetic energy of the ion  
(iii) the position of the ion – in particular its depth in the sample  
(iv) the mass of the ion  
(v) the masses of other atomic species in the sample

5.2 Substrate Modelling

Typical samples analysed using HIERDA are thin layered structures manufactured on or implanted into substrates such as Si or SiO$_2$. To ensure analysis of the entire depth of interest of the sample, the beam species and energy must be chosen such that the range of the incident ions in the sample is sufficient to reach the greatest depth of interest (allowing for the elongated path lengths associated with the grazing angle geometry) with enough energy to scatter and still reach the surface again, or to generate a recoil which can reach the surface. Thus, many ions traverse the depth range of interest in the sample and are simply embedded into the substrate. The fraction of the path in the substrate may be quite long and therefore time consuming in the simulation. Exclusion of the bulk substrate from the simulation can reduce the processing time required, with little loss of information. A thin layer of substrate can be included for the purpose of studying interfacial diffusion or to provide information regarding the thickness of overlying layers. Ions which penetrate beyond this depth can be considered to have been ‘transmitted’ beyond the sample and the next ion is initiated.
Consider the role of the substrate for the 60 nm thick Au layer on Si substrate sample analysed with 60 MeV I. The range of 60 MeV I in Au is 4.37 µm, approximately 27 times the 157 nm path length through the 60 nm Au layer at the incident angle of 67.5°. In the experiment, most ions will be implanted deep into the Si substrate, and in the simulation most of the processing time will be spent on the paths within the Si. Figure 5.1 and Figure 5.2 show comparisons between the experimental data and two simulations. In the first simulation, the substrate is modelled as a thick (500 nm) layer, and in the second simulation as a thin (1 nm) layer to examine the influence of the substrate on the scattered I (Figure 5.1) and recoiled Au (Figure 5.2) spectra. As before, the Au layer is made 75 nm thick in the simulations to correct for stopping power deficiencies.

**Figure 5.1** Scattered I from 60 nm Au layer: comparison of simulations with

(i) 1 nm, and (ii) 500 nm Si substrate modelled.
Figure 5.2 Recoiled Au from 60 nm Au layer: comparison of simulations with

(i) 1 nm, and (ii) 500 nm Si substrate modelled.

The two simulations are in agreement confirming that the bulk Si substrate contribution to the scattered I and recoiled Au spectra is negligible. This result for HIERDA simulation is in contrast to a finding by Li and O’Connor [80] who found that in MC simulation of medium energy Heavy Ion Backscattering Spectrometry (HIBS), the substrate contributed to the yield of backscattered C, Ne, Si, Ar, and Kr ions for energies between 10 and 100 keV. HIBS at these energies is used to detect trace quantities of heavy ion impurities on Si wafer surfaces. The cross sections for backscattering are sufficiently high, even for light target elements such as Si, for the substrate to contribute to the backscatter spectrum in the absence of overlying layers. In HIERDA experiments, the incident energy of the beam is high enough that significant scattering of the heavy ions from the light substrate is rare until the ions are deep in the sample with reduced energy, and unlikely to re-appear at the surface.

Modelling the Si substrate as 1 nm thick instead of 500 nm reduced processing time from 5776 s to 1133 s per $10^6$ ions – a time reduction of 80 %. This range reduction technique also allows for the
implementation of another efficiency enhancement involving significant path prediction based on impact parameters. This technique will be described in sections 5.4 to 5.6.

5.3 Ion Transport Cut-off Energy

Ions are transported through the sample, losing energy via electronic and nuclear stopping, until their energy reaches a cut-off energy $E_{\text{fin}}$. By default, $E_{\text{fin}}$ is set at the lowest displacement energy, $E_d$, of any element in the sample, but may be set higher by the user. At very low energy, ions are no longer capable of generating detectable recoils, and tracking of the ion may be abandoned.

There is a processing time advantage in setting $E_{\text{fin}}$ as high as possible. As the ion energy decreases near the range the scattering cross section increases (Eqn 2.4) and the modelled free flight path length decreases. This results in more collisions and stopping intervals being calculated per unit path length and hence is the most time consuming part of the ion path simulation.

We exploit the minimum detectable energy (MDE) of the Time of Flight detection system (section 3.1.2), and the kinematic relationship between particles (Equations 2.1 and 2.2) to set a highest possible cut-off energy $E_{\text{fin}}^{(Z)}$ for each ion species present in the simulation. The MDE for a particle of mass $M$ is given by

$$MDE(M) = \frac{ML^2}{2T_d^2}$$

(5.1)

where $T_d$ is the time delay applied to the ‘STOP’ signal generated at the first timing foil of the ToF telescope and $L$ is the flight length between the two timing foils.

The MDE’s for I, Au, and Si are 6.3 MeV, 9.8 MeV, and 1.4 MeV respectively for the experimental $T_d$ setting of 160 ns. We cannot, however, set $E_{\text{fin}}^{(Z)}$ at these values as it is kinematically possible for an I ion of less than 6.3 MeV to generate a Si recoil with energy higher
than its MDE, and we would risk losing Si recoil data from the simulation. For example, a 6 MeV I ion can generate a Si recoil at an angle of 45° with an energy of 1.8 MeV which is above the MDE of Si and may contribute to the spectrum.

We therefore determine the lowest energy, $E_{\text{MDE}}$, at which the atom can transfer the MDE to a lighter species present. The maximum energy transfer occurs for a ‘knock-on’ collision (i.e. $\phi = 0$ in Equation 2.2) and the kinematic factor is

$$\Lambda_0(M_1,M_2) = \frac{4M_1M_2}{(M_1 + M_2)^2}$$

(5.2)

The energy required for an atom of mass $M_1$ to generate a MDE recoil of mass $M_2$ is

$$E_{\text{MDE}}(M_1,M_2) = \frac{\text{MDE}(M_2)}{\Lambda_0(M_1,M_2)}$$

(5.3)

For each atom species, the cut-off energy $E_{\text{fin}}(Z)$ is set to the minimum of (i) its own $\text{MDE}(Z)$, and (ii) the smallest energy $E_{\text{MDE}}(M_Z,M_i)$ at which it can generate a detectable recoil.

The presence of light elements in the sample has the effect of lowering $E_{\text{fin}}$ for all ions and therefore increasing the simulation time. We allow the user to specify a parameter, $Z_{\text{min}}$, the atomic number of the lightest element in the sample for which a recoil spectrum is to be generated. The values of $E_{\text{fin}}(Z)$ will be set higher and the simulation will run faster. This can expedite the process of matching layer thicknesses based on the heavier recoil spectra. The lighter recoil spectra can be included in subsequent runs to produce a complete simulation.

Table 5.1 compares the simulation times for several choices of ion transport cut-off energy, and compares them with the time savings available by optimising the cutoff for each ion species based on the atoms present in the sample.

By default, $E_{\text{fin}}$ is set for each atom species to be equal to the displacement energy, $E_d$, of the atom in the lattice. Typical values of $E_d$ are 13 eV for Si and 20 eV for Au. The simulation time using
default values of $E_{\text{fin}}$ is 718.6 seconds per million incident ions modelled. Raising $E_{\text{fin}}$ to 50 keV which is lower than the MDE for all atom species, reduces the simulation time to 48.5 s – a reduction of 93%. Raising $E_{\text{fin}}$ further, to 1.4 MeV equal to the MDE for Si which is the lightest element present in the sample, reduces the simulation time to 25.5 s per $10^6$ ions.

The modelled experiment is 60 MeV I incident at 67.5° upon 75 nm Au on 1 nm Si substrate.

<table>
<thead>
<tr>
<th>Spectra generated</th>
<th>Selection of cut-off energy, $E_{\text{fin}}$</th>
<th>Simulation time per $10^6$ ions (s)</th>
<th>Time reduction relative to $E_{\text{fin}} = 1.4$ MeV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, Au, Si</td>
<td>Default values: displacement energy, $E_d$ of Si = 13 eV, $E_d$ of Au = 20 eV</td>
<td>718.6</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{fin}}$ set manually to 50 keV (i.e. &lt; MDE for all elements) for all ions and recoils</td>
<td>48.5</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{fin}}$ set manually to 1.4 MeV ( = MDE(Si) ) for all ions and recoils</td>
<td>25.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{fin}}$ calculated at optimised values for each element</td>
<td>21.0</td>
<td>18 %</td>
</tr>
<tr>
<td>I, Au</td>
<td>$E_{\text{fin}}$ set manually to 6.3 MeV ( = MDE(I) ) for all ions and recoils</td>
<td>16.2</td>
<td>36 %</td>
</tr>
<tr>
<td></td>
<td>$Z_{\text{min}}$ set to 79 (Au). $E_{\text{fin}}$ calculated at optimised values for I and Au</td>
<td>15.0</td>
<td>41 %</td>
</tr>
</tbody>
</table>

Optimising $E_{\text{fin}}$ for all elements based on Si being the lightest element present yields a simulation time of just 21.0 s per $10^6$ ions. Excluding the Si recoil spectra from the simulation allows a further 29% time reduction to 15.0 s per $10^6$ ions.

Clearly, significant time savings are available through the use of intelligently chosen values of the ion transport cut-off energy. The greatest time savings are achieved by excluding the lowest energy ion transport, with diminishing reductions as $E_{\text{fin}}$ is increased further.
5.4 Significant Path Prediction Based on Impact Parameters

The ion paths of interest in the simulation are those which include significant scattering of the incident ion, or the generation of an energetic recoil. Incident ions which penetrate the sample without producing a recoil, and recoiled atoms which do not get detected consume processing time without contributing to the output. If these ion paths can be identified early, processing time can be reduced by abandoning their simulation.

Ions that might generate a detectable scattered or recoiled ion may be predicted by generating in advance, the impact parameters (see Figure 4.1) which will define its path. This list is interrogated for the presence of a small enough impact parameter to cause a scattering event of interest. If not present, the ion is not tracked.

The implementation of this efficiency enhancement is handled differently for incident ions and recoil atoms based on the primary event of interest for each. For incident ions we are most interested in the displacement of energetic recoil atoms. Once a recoil has been generated, we are interested in whether its trajectory is toward the detector or could become so after further scattering.

5.5 Impact Parameter Interrogation for Significant Ions

As shown in section 5.2, the Si substrate does not contribute significantly to the output spectrum of recoiled Au atoms. The sample may therefore be represented by the 75nm Au layer on a thin (e.g. 1 nm) Si layer to represent the layer interface. In this arrangement, most incident ions will traverse
the sample without a significant scattering event. To generate a detectable recoiled or scattered ion of interest, an incident ion will certainly need to have at least one collision in which there is a substantial energy transfer to a target atom. Such heavy impacts are rare events; in the Au layer example, fewer than 2% of ions will have an impact in the Au layer involving an energy transfer of 1 MeV or greater.

To implement this ion tracking efficiency improvement, we need to consider the following:

- How much energy needs to be transferred to cause a recoil of interest?
- What value of the impact parameter, $b$, provides this energy transfer?
- How many impact parameters need to be considered for each ion?

### 5.5.1 Determine the Minimum Energy Transfer Threshold

FastTrim was used to report energy and nuclear energy transfer information for 10,000 ions transmitted through a 75 nm Au layer with no substrate. Characterising the transmitted ions yields a set of necessary conditions for those ions which are not simply transmitted i.e. have experienced a significant scattering event.

Most 60 MeV I ions penetrate the Au layer, and are transmitted with a mean energy of approximately 56 MeV (Figure 5.3) unless they have had at least one collision with $\Delta E \geq 1$ MeV. More than 99% of transmitted ions have energy $E \geq 53$ MeV, and none of these have had a 1 MeV energy transfer. We conclude that an energy transfer of 1 MeV is a suitable minimum requirement to have a collision of interest, and choose this as the energy transfer threshold for impact parameter interrogation. This can be generalised to the MDE of the lightest sample species present in compound or multi-layered samples.
5.5.2 Critical Impact Parameter

The largest significant impact parameter that can cause an energy transfer of 1 MeV or greater to a target atom must be determined.

For each binary collision, the impact parameter, $b$, is determined by a random number $R$ generated in the interval $(0,1]$. The impact parameter is weighted with an $r^2$ probability distribution in the range $(0, b_{\text{max}}]$

$$b = b_{\text{max}} \cdot \sqrt{R}$$

(5.4)

where $b_{\text{max}}$ is the largest allowable impact parameter for the current layer, and is made smaller than half the interatomic spacing to ensure the minimum energy transfer, $T_{\text{min}}$, in each collision (refer to section 4.1.8).
The amount of energy transferred for a given impact parameter increases with decreasing incident energy for energies above the local maximum of the Energy Transfer vs Incident Energy curve (see Figure 5.4). This means that larger impact parameters become more significant as ion energy decreases, so the critical impact parameter must be determined for the lowest energy that an ion will have in the Au layer i.e. the energy that the ions will have at the back of the layer in the absence of a large interaction (53 MeV in this example). The critical impact parameter, $b_c$, which causes a 1 MeV energy transfer for 53 MeV I ions in Au is $b_c = 0.63$ fm. Impact parameters smaller than or equal to $b_c = 0.63$ fm occur with a probability of 0.000243 equal to the random number that gives rise to it in Equation 5.4 (see Figure 5.5).

Figure 5.4 Energy transfer to Au target atom for incident I ions at 0-60 MeV for an impact parameter $b = 0.63$ fm ($R = 0.000243$)
Figure 5.5 Energy transfer and Scattering angle as a function of impact parameter probability for 53 MeV Iodine ion collisions in Au layer. Collisions of greater than 1 MeV energy transfer, and scattering angle larger than $10^\circ$ occur with a probability of 0.0243 %

The nuclear scattering Energy Transfer curve features a local maximum analogous to the Bragg Peak of the electronic Stopping Power curve. As long as the layer or sample is sufficiently thin, unscattered ions will reach the back of the layer with energy greater than $E_{\text{max}}$, the energy at which the Energy Transfer vs Incident Energy graph has its local maximum. In these cases the critical impact parameter $b_c$, is set using the energy at the back of the layer. For thick layers, the energy at the layer back may be less than $E_{\text{max}}$ and therefore not lead to the largest significant impact parameter. In this case, we determine the impact parameter using $E_{\text{max}}$.

The energy transferred in a single collision having impact parameter $b$, is given by

$$\Delta E = \frac{\Delta E}{1 + (1 + b(1 + b))(2eb)^2}$$

(5.5)
for the screened Coulomb potential (i.e. Rutherford scattering with electronic screening modification (see 2.2.3), where $\Lambda$ is the kinematic factor from equation 2.2 and $\varepsilon = EF$ is a reduced dimensionless energy. $F$ is a function of the masses and charges of the two particles only.

$$F = \frac{M_2}{Z_1 Z_2 (M_1 + M_2) \times 14.41} \times \frac{0.8854 \times 0.5292}{Z_1^{0.23} + Z_2^{0.23}}$$

Equation 5.5 may be expressed as

$$\Delta E = \frac{\Delta E}{1 + cE^2}$$

which has a turning point at

$$E_{\text{max}} = \frac{1}{\sqrt{c}}$$

where

$$c = 4b^2 (1 + b^2) F^2$$

In practice, the critical impact parameter search is implemented, at the programming level, using the random number variable, $R$, to avoid time spent calculating $b$ for every random number generated. The turning point is not readily located algebraically as the correspondence between $R$ and $b$ is scaled against $b_{\text{max}}$ (equation 5.4) as the energy $E$ changes, to ensure the $T_{\text{min}}$ condition is met (see 4.1.8 for details). The critical impact parameter is determined using a binary search algorithm incorporating a gradient test to locate the local maximum. For 53 MeV I, the search takes 13 iterations to calculate $b_c = 0.00635$ ($R=0.00243$) for the Au layer and 16 iterations for $b_c = 0.00303$ ($R=0.0000831$) for the 1 nm Si layer. The time taken is negligible.

Having determined the critical impact parameter, $b_c$, the impact parameters that will define an ion’s path are generated in advance, interrogated for the presence of one smaller than $b_c$, and the ion only tracked if one is present.
5.5.3 Number of Impact Parameters to be Interrogated

Most ions will traverse the sample in approximately a mean number of free flight path jumps, dependent upon the incident energy, the ion species, and target atom species present. Each jump is followed by a collision. This defines the number of impact parameters that should be generated and interrogated in advance. Due to the stochastic nature of the ion paths, this number should be increased by an amount sufficiently large to account for some ions having a larger number of interactions while still not undergoing an event of interest.

Fastrim was modified to report collision and energy information for ions transmitted through the 75nm Au layer. The number of collisions was reported for each transmitted ion, and the impact parameter and energy transfer for its largest collision. The average number of free flight path jumps (and collisions) was 59 (Figure 5.6). 99.8% of transmitted ions had fewer than 90 collisions. Any ion which had more than 90 collisions also had a scattering event in which more than 1 MeV was transferred. We conclude that any ion which has not had a large impact within its first 90 scattering events will pass through the sample and not be of interest. We generalise this to 50% higher than the mean number of free flight path jumps taken by the ions to traverse the sample.

The impact parameter testing is disabled if the ion energy, sample thickness, and composition are such that the number of free flight paths required for an ion to traverse the sample is more than $Pr(b \leq b_c)^{-1}$, as such an impact parameter will probably occur. The additional processing time spent interrogating the impact parameter list will rarely result in time savings from discarded ions.
Figure 5.6 Number of collisions and free flight paths modelled per layer traversal for 60 MeV I ions transmitted through 75 nm Au layer.

5.5.4 Results

In the 75 nm Au layer example, fewer than 2% of incident ion paths need to be followed, and processing time was reduced by a factor of 13. The time reduction factor is less than 50 because ion paths which include one or more large angle scattering events require more processing than simple transiting ions; an energetic recoil is generated and needs to be followed, the scattered ion’s path through the sample may be longer, and its lower energy will result in more scattering events modelled per unit path length.

In much thicker samples, the number of impact parameters to be interrogated is larger and therefore the probability of ions being discarded is reduced. However, even in the relatively thick samples studied in this work the efficiency improvements are significant. For both the 326 nm Ta$_2$O$_5$ sample analysed with 97.5 MeV I ions, and the Ag double layer sample (166 nm Ag / 50 nm a-CH / 165 nm Ag / Si substrate) analysed with 82.5 MeV I, over 95 % of incident ions could be discarded.
5.6 Impact Parameter Interrogation for Significant Recoils

A similar treatment to that used for incident ions may be applied to those recoil atoms generated in a direction away from the sample surface. Clearly a recoil that is travelling deeper into the sample cannot reach the detector unless it experiences a significant change of direction in one or more scattering events.

Note that recoils are treated differently to incident ions. The event of interest for an ion is the production of a recoil i.e. a substantial energy transfer to a target atom. Once a recoil atom is generated, we are interested in its detection, therefore for a recoil travelling deeper into the sample, the event of interest is a substantial direction change. Impact parameters are interrogated on the basis of scattering angle.

Impact parameters are generated for the present layer only. If no small impact parameters are present, then the recoil will either (i) reach the next layer boundary (which may be transmission behind the sample), or (ii) stop in the sample. In the former case, the recoil is then jumped to the next layer boundary via an extended free flight path, and the next layer dealt with.

5.6.1 Minimum Direction Change Threshold

Recoils travelling deeper into the sample are easily identified by a simple test for a positive direction cosine relative to the depth axis of the sample coordinate system. For these recoils, a direction change of at least 22.5° is required for the recoil to reach the surface and have a possibility of being detected. [Note: here we consider the usual symmetrical orientation of the sample, and the experimental configuration of the HIERDA instrument at ANSTO’s ANTARES]
accelerator facility (refer to Chapter 3) which has a beamline-detector angle of $\theta_{\text{det}} = 45^\circ$. Other experimental configurations can be easily handled, as can asymmetric incident and exit angles which are sometimes used to enhance recoil yield.]

Allowing for plural scattering, this direction change may be achieved via two or more scattering events. We consider some fraction of the required direction change to be the minimum deflection needed from at least one scatter. The occurrence of two similar sized direction changes is frequent enough to produce an artefact in the HIERDA spectrum: the high energy “knee” (see section 4.3). We allow for three events of approximately one sixth of the detection angle, and set the critical scattering angle for recoils, $\theta_c$, to

$$\theta_c = \frac{\theta_{\text{det}}}{6} = \frac{22.5}{3} = 7.5^\circ$$

(5.10)

### 5.6.2 Critical Impact Parameter

Consider a recoil atom moving through a sample layer which may have more than one element present (i.e. a compound layer). We must test for the presence of impact parameters small enough to produce direction changes of $7.5^\circ$ or more. As for the energy transfer from incident ions in section 5.5.2, the scattering angle for this recoiling atom will be greater at lower energies and for higher atomic number $Z_2$ of the target atom from which it is deflected. So the largest significant impact parameter is determined by considering collisions with the heaviest target species present at the lowest energy that the recoil could have in the layer; that is, the transport cut-off energy $E_{\text{fin}}$.

Table 5.2 gives impact parameters for Au, V, and Si recoiling atoms being further deflected by $7.5^\circ$ or more, at a range of energies from 20 MeV down to their cut-off energies $E_{\text{fin}}$ (as determined by the presence of Si in a typical HIERDA measurement).
We can see that across this range of energies and mass ratios, deflections of 7.5 degrees or greater can be achieved by impact parameters in the order of 1 to 10 fm. These are relatively large fractions of the maximum possible impact parameters of 145 fm, 137 fm, and 153 fm for Au, V, and Si respectively, as determined by the inter-atomic separations and the $T_{\text{min}}$ condition (section 4.1.8). Significantly, for lower energy atoms moving in a heavy matrix, the relevant impact parameters are of a similar size, regardless of the species of the moving atom, occurring with a probability in the order of 0.1%. Allowing for the modelled free flight path length being equal to the interatomic separation, we should then expect such deflections to occur approximately every 1000 atom spacings i.e. about 0.25 nm, for low energy heavy recoils. In lighter substrates such as Si, such scattering is only 10 times less frequent. For heavy species, recoil energies as high as 20 MeV only reduce the scattering frequency by an order of magnitude, although this is more like two orders of magnitude for lighter species.

The glancing geometry of HIERDA configuration, designed to enhance stopping by increasing the path length through the sample, means that a significant percentage of paths of all but near surface region recoils will be plurally scattered. As we shall see in Chapter 6, this high frequency of substantial deflections will have significant ramifications for the influence of plurally scattered recoils on the output spectra.
Table 5.2 Critical Impact Parameters for 7.5° deflection of recoiling target atoms subsequently scattered by other atoms of the sample. Also shown are the energy transferred and the probability of an interaction of at least this size.

<table>
<thead>
<tr>
<th>Incident species</th>
<th>Target species</th>
<th>( b_c ) (fm)</th>
<th>( \Delta E )</th>
<th>( Pr(b \leq b_c) )</th>
<th>Incident Energy (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au  ( E_{fin}=3.2 \text{ MeV} )</td>
<td>Au  ( b_c ) (fm)</td>
<td>2.89</td>
<td>341 keV</td>
<td>4.00 ( \times 10^{-4} )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( \Delta E )</td>
<td>4.99</td>
<td>170 keV</td>
<td>1.19 ( \times 10^{-3} )</td>
<td>8.07</td>
</tr>
<tr>
<td></td>
<td>( Pr(b \leq b_c) )</td>
<td>85 keV</td>
<td>54 keV</td>
<td>5.40 ( \times 10^{-3} )</td>
<td></td>
</tr>
<tr>
<td>V  ( E_{fin}=1.53 \text{ MeV} )</td>
<td>Au  ( b_c ) (fm)</td>
<td>0.89</td>
<td>341 keV</td>
<td>4.22 ( \times 10^{-3} )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( \Delta E )</td>
<td>1.70</td>
<td>686 keV</td>
<td>1.54 ( \times 10^{-4} )</td>
<td>8.30</td>
</tr>
<tr>
<td></td>
<td>( Pr(b \leq b_c) )</td>
<td>26 keV</td>
<td>219 keV</td>
<td>9.93 ( \times 10^{-4} )</td>
<td></td>
</tr>
<tr>
<td>Si  ( E_{fin}=1.4 \text{ MeV} )</td>
<td>Au  ( b_c ) (fm)</td>
<td>0.42</td>
<td>620 keV</td>
<td>1.35 ( \times 10^{-6} )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( \Delta E )</td>
<td>0.33</td>
<td>310 keV</td>
<td>4.66 ( \times 10^{-6} )</td>
<td>8.30</td>
</tr>
<tr>
<td></td>
<td>( Pr(b \leq b_c) )</td>
<td>26 keV</td>
<td>47 keV</td>
<td>5.62 ( \times 10^{-4} )</td>
<td></td>
</tr>
<tr>
<td>V  ( E_{fin}=1.34 \text{ MeV} )</td>
<td>Au  ( b_c ) (fm)</td>
<td>0.17</td>
<td>620 keV</td>
<td>1.27 ( \times 10^{-6} )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( \Delta E )</td>
<td>0.34</td>
<td>310 keV</td>
<td>5.03 ( \times 10^{-6} )</td>
<td>8.30</td>
</tr>
<tr>
<td></td>
<td>( Pr(b \leq b_c) )</td>
<td>26 keV</td>
<td>47 keV</td>
<td>5.62 ( \times 10^{-4} )</td>
<td></td>
</tr>
<tr>
<td>Si  ( E_{fin}=1.32 \text{ MeV} )</td>
<td>Au  ( b_c ) (fm)</td>
<td>0.11</td>
<td>620 keV</td>
<td>4.85 ( \times 10^{-7} )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( \Delta E )</td>
<td>0.21</td>
<td>310 keV</td>
<td>1.92 ( \times 10^{-6} )</td>
<td>8.30</td>
</tr>
<tr>
<td></td>
<td>( Pr(b \leq b_c) )</td>
<td>26 keV</td>
<td>47 keV</td>
<td>5.62 ( \times 10^{-4} )</td>
<td></td>
</tr>
</tbody>
</table>
5.6.3 Number of Impact Parameters to Interrogate

In the absence of a suitable scattering event, the energetic recoil will either (i) continue to the next layer boundary, or (ii) stop in the current layer of the sample. The number of impact parameters to be generated is equal to the number of free flight paths to be modelled before one of the above occurs. Since the modelled free flight path length is always made equal to the interatomic spacing for recoils, this is equivalent to comparing the recoil’s range and the path length to the boundary, and dividing the lesser by the interatomic distance. The mean projected range of a recoil with energy $E_r$ is approximately

$$R = \int_0^{E_r} \frac{dE}{S_T(E)}$$  \hspace{1cm} (5.11)

where $S_T(E_r)$ denotes the total stopping power allowing for both electronic and nuclear energy transfer i.e. $S_T(E_r) = S_e(E_r) + S_n(E_r)$. Equation 5.11 is an approximation as the integral actually gives the mean path length which needs to be corrected for directional deviations to yield the forward projected range.

In the programming implementation the relevant range is the ‘range to cut-off energy’, $R_{\text{fin}}$.

$$R_{\text{fin}} = \int_{E_{\text{fin}}}^{E_r} \frac{dE}{S_T(E)} = \int_0^{E_r} \frac{dE}{S_T(E)} - \int_0^{E_{\text{fin}}} \frac{dE}{S_T(E)}$$  \hspace{1cm} (5.12)

since the transport would not be followed beyond this. For the purposes of interrogating the impact parameter list, it is sufficient to acknowledge that there may be a larger number of intervals modelled before the boundary or $E_{\text{fin}}$ is reached.

To implement a fast range estimation, a lookup table is generated for range as a function of energy for each atom species in each layer of the sample. The range is calculated for a logarithmically separated list of energies identical to that used for stopping power interpolation. The integral is approximated numerically using Simpson’s Rule for quadratically interpolating the stopping power data. The appropriate stopping power is the sum of the electronic and nuclear stopping rather than the exclusively electronic stopping normally applied over the free flight intervals.
The range table is then scaled to the number of free flight paths and collisions to be modelled before reaching the cut-off energy, by applying equation 5.12 and dividing by the interatomic separation. This interval-scaled range can then be compared to the distance to the next layer boundary. The lesser of the two defines the number of impact parameters to be searched.

Recoils generated in a direction close to parallel to the sample surface may have very long paths within their current layer. The high potential for time saving over a large number of steps is offset by a higher probability of occurrence of an impact parameter meeting the criteria of 5.6.2 if there are a large number of them to be generated. As for the incident ion case, if the number of parameters to be tested is greater the reciprocal of the corresponding probability, the recoil is followed without prior interrogation of its parameter list.

5.6.4 Jump to Layer Boundary

Since layer compositions may differ significantly, multi-layered samples are dealt with one layer at a time. The presence or absence of heavy elements will have a large influence on the efficiency gains available in each layer. The relevant impact parameters may vary by an order of magnitude, and their probability of occurrence by two orders or more (refer to Table 5.2). Large angular deflections are much less likely in low $Z$ layers and there is greater scope for acceleration of recoils through these layers.

Consequently, the impact parameter list is only generated for the remainder of the path through the current layer – either to the layer boundary or to the energy cut-off point within the layer if this will occur first. In the absence of a small enough impact parameter, a recoil of the latter type will be abandoned immediately, while the former are jumped to the next layer boundary via an extended free flight path interval. If this jump to the next layer boundary would result in the atom being transmitted, it is abandoned instead.
5.6.5 Results

The reduction in processing time available by impact parameter testing for recoils is relatively small in distinct contrast to that achieved by applying the same method to incident ions. The simulation time for the 75 nm Au layer sample was reduced by only 6.9%. An identical simulation was run for three other metals showing that the gains are somewhat better for lighter target materials. In each case the sample modelled was a 75 nm thick mono-elemental layer on 10 nm of Si, and the cut-off energy was dictated by the MDE of the principle target layer. Table 5.2 summarises the timing results and the number of recoils in each simulation eligible for treatment by this method.

The small time reductions of between 6.9 % and 12.9 % indicate that the overhead cost in predicting these events is comparable to the time taken to follow these recoils explicitly, and that substantial direction changes are relatively frequent events, particularly for heavy ions. In the Au layer simulation, almost half of the Au recoils tested will be subject to a scatter of greater than or equal to 7.5°.

Of all recoils displaced (with energy higher than the cut-off value in these simulations), more than half were generated with an initial direction deeper into the sample and therefore eligible for this treatment. The slightly increasing fractions for heavier targets reflect the higher energy of forward scattering combined with the higher cut-off energy of heavy recoils. A small percentage of recoils are abandoned early due to the absence of a re-direction before stopping in the layer. A significant fraction – 54 % of Au recoils and up to 85 % for Al recoils – would have been transmitted through the layer without a 7.5° scatter and not contributed to the output spectrum.
The paths of many recoils, particularly heavy ions, are likely to feature many scattering events with significant direction changes, even for the thin samples usually analysed by HIERDA which are typically a few tens or hundreds of nanometres thick.

**Table 5.3** Time reductions achieved by impact parameter testing of recoils. Times are given in seconds per $10^6$ incident ions modelled. The number of recoils that the test was applied to is also shown. See text for a detailed description.

<table>
<thead>
<tr>
<th></th>
<th>AI</th>
<th>V</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Recoil Testing ($s/10^6$ ions)</td>
<td>7.0</td>
<td>10.4</td>
<td>11.8</td>
<td>16.7</td>
</tr>
<tr>
<td>With Recoil Testing ($s/10^6$ ions)</td>
<td>6.1</td>
<td>9.4</td>
<td>10.9</td>
<td>15.5</td>
</tr>
<tr>
<td>Time Reduction (%)</td>
<td>12.9 %</td>
<td>9.1 %</td>
<td>7.6 %</td>
<td>6.9 %</td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Recoils generated deeper into sample (%)</td>
<td>55</td>
<td>56</td>
<td>58</td>
<td>59</td>
</tr>
<tr>
<td>Recoils stopped in layer without 7.5° scatter (%)</td>
<td>9</td>
<td>11</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Recoils transmitted through layer without 7.5° scatter (%)</td>
<td>85</td>
<td>79</td>
<td>68</td>
<td>54</td>
</tr>
</tbody>
</table>

It can also be seen from Table 5.2 that these relatively common large deflections can be achieved at very little cost in energy when the sample atom is equal in mass or heavier than the moving recoil. Thus plural scattering may have a large influence on the number of recoils reaching the detector and their path lengths, without necessarily being responsible for their removal from the experiment in the process.
5.7 Conclusion

The efficiency improvements described in Chapter 5 have enabled simulation time for our Au layer test case to be reduced from around 53 days at the beginning of this work, to approximately 4 hours. The time savings achieved as a result of the optimisations described in this chapter are to an extent beam and sample dependent, as are the simulation times themselves. Thick samples and low beam energy yield longer simulation times, but consequentially have the most to gain from efficiency enhancements. The simple Au layer sample is simulated almost three orders of magnitude faster using these techniques. The time reduction factors for the thick Ta₂O₅ sample and the double layered Ag sample are 490 and 430 respectively.

Simulations require about $10^9$-$10^{10}$ incident ions to be modelled to produce output spectra with sufficient statistics to enable spectral comparisons with experimental data. With these efficiency gains, it is feasible to use this form of Monte Carlo simulation to study Plural Scattering in HIERDA. The relative gains achieved via a detailed analysis of ion and recoil paths highlight the importance of understanding the influence of plural scattering on spectra. The impact of these processes on the simulation time is representative of their frequency within the experimental procedure.

The identification and characterisation of Plural Scattering is necessary before the contribution to the output spectra can be meaningfully quantified. In Chapter 6, we consider a suitable definition of plural scattering for ions and recoils, and decompose their contribution to output spectra.
Chapter 6

Multiple and Plural Scattering

The quantitative evaluation of output spectra from HIERDA experiments is dependent on a clear understanding of the contribution from plurally scattered ions. Monte Carlo simulation offers a unique opportunity to separate counts in the spectrum based upon their scattering history within the sample, as the complete history of each ion reaching the detector has been modelled explicitly.

6.1 Characterisation of Scattering

The large number of scattering events that each ion undertakes makes the handling of the full record of scattering histories unwieldy. Even with all optimisation techniques employed, a simulation of $10^9$ incident particles will involve simulating around $10^{10}$ scattering events and in the order of hundreds of modelled interactions per detected ion or recoil. To keep the data burden manageable, a record is kept of the magnitude of the most significant direction changes in the scattering history of all ions reaching the detector. This information is used to characterise the paths of plurally scattered counts contributing to the output spectra.

Recorded with the species, direction, and energy of each detected ion is a list of the 10 largest direction changes in its scattering history. At each interaction, the scattering angle is compared with the list prior to that point, and inserted where appropriate. The history of a recoiled target atom incorporates the incident ion’s history prior to generation of the recoil (see Figure 2.9).
Figure 6.1 shows a frequency distribution of the largest and 2nd, 3rd, 4th and 10th largest direction change for each scattered I ion and recoiled Au atom reaching the virtual detector.

![Angular distribution of the largest and 2nd, 3rd, 4th, and 10th largest scattering deflections](image)

**Figure 6.1** Angular distribution of the largest and 2nd, 3rd, 4th, and 10th largest scattering deflections in the paths of (a) scattered 60 MeV I ions and (b) recoiled Au atoms.
The distribution of largest deflections of Iodine ions (Figure 6.1 (a)) shows the expected single scattering distribution around 45°, equivalent to the experimental detection angle relative to the analysing beam, broadened by the small angular contribution from multiple scattering. This shows that many ions reaching the detector do so after a deflection of a few degrees greater or less than 45° and that the remainder of the direction change is provided by small angular deflections. Also present is the distribution below 40° and the long tail beyond 50° corresponding to the plurally scattered counts. It is interesting to note that there are even a few counts having primary scatters larger than 55°, and requiring a corresponding secondary scatter of 10° or more, reaching the detector with sufficient energy to be measured.

The distribution of second largest deflections exhibits a long tail extending beyond 60° and a local maximum near 20°. This local maximum together with the corresponding feature in the largest scatter data, describes the double scatters – those having two nearly equal deflections to reach the detector. The product of kinematic factors for these two events is greater than that for a single 45° scatter (see Section 2.6.2), and the ions are detected with an energy greater than that from a single scatter occurring in the surface layer. This gives rise to the characteristic high energy ‘knee’ on the surface edge of the HIERDA spectrum. The separation of these two local maxima is due to there being a pair of events of similar magnitude, the larger of which is counted in the first distribution.

Figure 6.1 (b) shows similar distributions for the recoiled Au data. The double scattering is not as well defined and the large angle tailing does not extend beyond 64°, although the region above 51° is an order of magnitude greater than for detected Iodine ions. i.e the single scattering peak at 45° is skewed towards larger angles.

The third largest and fourth largest distributions show the presence of counts having had 3 or 4 events greater than 10°-20°. The tenth largest distribution shows the existence of detected ions and recoils with up to 10 events greater than a few degrees. Approximately 6% of detected ions and
2% of recoils had 10 deflections greater than 1°. It is clear that a significant percentage of scattering paths are complicated by multiple events of significant magnitude.

6.2 A definition of Plural Scattering

The separation of the plurally scattered component of the spectrum requires the choice of a threshold value of the second largest deflection angle, beyond which the ion will be deemed plurally scattered. The distinction is somewhat arbitrary, and constitutes the differentiation between large angle plural and small angle multiple scattering. The small angle end of the second largest deflection data corresponds to those counts whose largest direction change was near 45°. The first channel represents counts that did not have a secondary scatter greater than 1° and may be considered ‘singly scattered’. The lower end of this ramp features counts with a secondary event of 10° or greater and these would be appropriately considered ‘plurally scattered’. The distinction clearly lies somewhere between. The half-height of this edge is at approximately 3°, and this is the condition chosen to denote plural scattering.

6.3 Plural Scattering contribution to spectra

Figure 6.2 shows the simulated output spectra with separated contributions from ions that have had n=1, 2, ..., 5 scatters greater than 3°. It can be seen that the high energy ‘knee’ feature on the leading edge of the spectrum, and the low energy tailing, are due entirely to plural scattering. The single scattered data subsets, i.e. n=1, show the shape of the spectra that would be generated by a conventional analytical ‘slab’ analysis technique with only a multiple scattering correction applied. The high energy knee and the plural scatter tailing would not be predicted, making the interpretation of the output difficult and in some cases practically impossible. Attempting to account for the low energy tailing is likely to lead the experimenter to erroneously deduce the presence of Au deep into the substrate.
Figure 6.2 Simulated spectra showing contributions to spectral shape from ions having 1, 2, ..., 5 scattering events for (a) scattered 60 MeV I ions and (b) recoiled Au atoms.

Low energy tailing is a feature consistent with interfacial diffusion between layers. Mixing at layer interfaces during deposition or annealing is a phenomenon of interest to materials scientists, and is likely to be one of the conclusions sought from the HIERDA measurement. The sample description simulated is a mono-elemental Au layer on a Si substrate with a discrete interface between the two. The MC simulation shows that such tailing will be present in the measured spectra even in the
absence of layer mixing. Thus, incorrect interpretation of the measurement data may occur when using any simulation which does not take plural scattering into account. The high energy knee at the sample surface could not be reproduced at all, making accurate spectrum matching impossible.

There is also a plural scattering contribution to the yield in the main body of the spectrum which is not easily seen due to the log scale used in Figure 6.2. The same data is re-ordered in Figure 6.3 to show this contribution and the Time of Flight distributions of the plurally scattered ions. The spectral shape can be seen in secondary and tertiary scattered ions (Figure 6.3 (a)), and persists right down to the 5th degree plural scatters for recoils (Figure 6.3 (b)). The fact that these distributions appear to be a function of the sample structure perhaps offers some hope for their eventual analytical representation.

Analytical simulations are also unlikely to correctly predict the total yield in the spectrum if plural scattering is not accounted for. The full energy peak region in each of the spectra of Figure 6.3 shows a substantial plural scattering contribution. In the peak channels of the recoiled Au spectrum, which represents the surface region of the sample, 12% of the counts are plurally scattered. This is the region of the spectrum where the plural scattering contribution is at its lowest.

This has implications for the stoichiometric interpretation in the case of compound materials, as the plural scattering cross sections are a function of atomic mass and therefore the relative contributions from plural scattering will not be uniform for heavy and light ions. Figure 6.4 shows the simulation data for the 326 nm Ta₂O₅ sample with the plural scattering breakdown. It can be seen that the relative contributions from plural scattering are different between the ions and recoils of different atomic mass. The spectrum of scattered ions, being the heavier particles in this case, is more heavily influenced by the plural scattering contribution than are the recoil spectra. The overall shape of the spectrum is strongly dependent upon both the single and plural scatter components. The traditional trapezoidal shape of the spectrum is formed by the plural scattered counts. In the absence of these, the spectral shape would degenerate to a more triangular profile. Plural scattering
is a likely occurrence for ions penetrating beyond the near-surface region, and the fall off in intensity with depth merges almost indistinguishably with the low energy tailing at the back of the layer.

**Figure 6.3** Simulated spectra showing ToF distributions of ions having 1, 2, ..., 5 scattering events for (a) scattered 60 MeV I ions and (b) recoiled Au atoms.
Figure 6.4 Simulated spectra showing contributions to spectral shape and ToF distributions from ions having 1, 2, …, 5 scattering events for (a,d) scattered 40 MeV I ions, (b,e) recoiled Ta, and (c,f) recoiled O atoms.
An analytical simulation apparently correctly predicting the trapezoidal shape of the spectrum as is usually seen in Backscattering and Recoil Spectrometry, would do so only by neglecting two types of events: some ions initially scattered toward the detector in a single scatter event will subsequently be scattered away from the detector; and some ions initially directed away from the solid angle of the detector may be scattered into it by subsequent events. The probability for plural scattering increases at lower energies, so these events are more prevalent for ions from deeper in the sample which normally contribute to the lower energy (longer flight times) region of the peak. Geometrical asymmetry dictates that ignoring these two effects will not balance out. The solid angle available for the latter is greater than for the former, and asymmetry of both the kinematic factor and the scattering yield with respect to the detection angle make the net effect even more complex. In general, the spectral shape will not be correctly predicted by the analytical simulation.

The situation is less severe for the recoiled Ta and O spectra. In these, the single scatter component exhibits a similar shape to the overall combined spectrum. In the case of the recoiled Ta spectrum, the plural scatter contributions are almost uniform across the peak, increasing only slightly with decreasing energy (longer flight times). In the recoiled O spectrum, the double scattered counts, and to a lesser extent the triple scatters, show some correlation with peak shape. The higher order scatters are almost uniform but of negligible magnitude within the peak, although they form the low energy tail.

Figure 6.5 shows the plural scattering breakdown for detected particles in the Bromine-Vanadium simulation (described in section 4.3.2) where the detection angle of 45° is beyond the critical angle for scattering of Br from V (θc=39.6°). It can be seen that almost all of the scattered Br spectrum is the result of plural scattering consisting of 2 or more events. Interestingly, there is a component of the spectrum which may be regarded as singly scattered i.e. those ions which have been detected after having no more than 1 scatter greater than 3°. This reflects the fact that the critical scattering angle is only 5.4° less than the detection angle. Thus it is possible for ions to achieve this additional direction change with several additional scatters smaller than 3°. These ions would reasonably be
regarded as single scatter ions that have been influenced by small angle multiple scattering. However their presence would not be predicted using slab analysis, even by an analytical simulation with a multiple scattering correction included.

![Graph showing simulated spectra for Bromine on Vanadium](image)

**Figure 6.5** Simulated spectra for Bromine on Vanadium showing contributions to spectral shape from ions having 1, 2, …, 5 scattering events for (a) 60 MeV Br ions scattered beyond the critical angle, $\theta_c = 39.6^\circ$, and (b) recoiled V atoms.
6.4 Path Complexity in Plural Scattering

It is clear from the two preceding sections that there are many complicated paths which lead to ions and recoils reaching the detector. A plurally scattered path leading to a detector at 45° from the beam-line may involve two deflections of similar magnitude, a large deflection together with one or more small deflections, or a more complex combination of these. We are interested in the degree of complexity of paths and the frequency with which different complexities occur.

In Figure 6.6 we illustrate the varying degrees of complexity of the paths of I ions and Au recoils reaching the detector. In panel (a), the 10 largest scattering angles are shown for each of 100 randomly chosen ion histories. Each curve represents the data for a single ion. Panel (b) shows similar data for 100 recoils. The majority of paths resemble our idealisation of single scattering, having a 45° scatter with the remainder of the path slightly perturbed by the multiple scattering process. The point P marks the plural scattering condition discussed in section 6.2, i.e. a second direction change of 3° or greater. The curves which pass above P are the plurally scattered paths.

There are 28 such curves in this sample of 100 ions. Several of these appear as double scatters having the third and subsequent events down in the small angle multiple scattering region. Most exhibit a complex plural scattering history with some having up to 10 or more significant direction changes. In the simulated spectra shown in Figure 6.2 (a) and Figure 6.3 (a), 27% of scattered I ions detected with a Time of Flight < 100 ns suffered plural scattering of greater than 3°.

The recoil paths depicted in Figure 6.6 (b) appear to be less convoluted than those of the ions in panel (a). The distinctive curves of those recoils having a high degree of plural scattering are not as blatantly separated from the conventional multiple scattering region as they are for the ions. It is interesting to note, however, that there are 40 curves which lie above the point P. i.e. for the entire simulated spectrum shown in Figure 6.2 (b) and Figure 6.3 (b), 40 % of recoiled Au atoms having a ToF < 140 ns, satisfied the 3° plural scattering condition. Plural scattering is more probable for
the recoiled Au atoms due to their lower kinetic energy, and the increased scattering cross section of higher Z elements.

Plural scattering complexity plots are shown in Figure 6.7 for the scattered I and recoiled Ta and O from the 326 nm Ta$_2$O$_5$ sample. As was shown in Figure 6.4, plural scattering features strongly for both the scattered I and the recoiled Ta. In Figure 6.7 (a), plurally scattered paths of every degree of complexity are visible and 71 of the 100 ion paths lie above the point P signifying the plural scattering condition i.e. the majority of detected ions were plurally scattered. The higher incidence of plural scattering in this example is due to the increased thickness of the sample, and to the lower energy of I ions scattered from Ta. As Ta is closer in mass to I than Au is, more energy is transferred to Ta in the binary collision.

The recoiled Ta spectrum is similarly dominated by plural scattering. Again, 71 % of paths lie above the point P. Interestingly, there is a distinct grouping of paths that would be classified as double scatters, having two large deflections greater than 20°. Many of these can be seen to have had a significant third deflection. The recoiled O spectrum is far less influenced by plural scattering due to the lower interaction cross section of the lighter element. 26 % of detected O recoils were plurally scattered.
Figure 6.6 The 10 largest scattering angles in the paths of (a) 100 randomly selected I ions; and (b) 100 randomly selected Au recoils reaching the detector. The point P indicates the plural scattering condition of a second scatter greater than 3°.
Figure 6.7 The 10 largest scattering angles in the paths of (a) 100 I ions; (b) 100 Ta recoils; and (c) 100 O recoils reaching the detector. The point P indicates the plural scattering condition of a second scatter greater than 3°.
6.5 Conclusion

We have shown that Monte Carlo simulation can be used to analyse the paths of detected ions and recoils in HIERDA. By interrogating the scattering histories of individual particles, we can discriminate between multiple scattering and plural scattering, although the distinction is subjective. With a suitable definition of plural scattering, the contribution to the output spectra of plurally scattered ions and recoils can be separated from that of single scattering, showing that certain features of the typical HIERDA spectrum are due to plural scattering. This enables comparison with predictions by analytical simulations and shows that those not incorporating plural scattering are unlikely to predict the correct shape of experimental spectra and that errors in sample description are a likely consequence. The plural scattered component of a spectrum may be further broken down into contributions by particles with different degrees of complexity of their paths within the sample.

In the two examples studied, a significant contribution to output spectra was shown to exist from ions and recoils having up to 5 significant deflections in their paths. Contributions were observed from particles having up to 10 deviations greater than 3°.
Chapter 7

Resolving Overlapped Signals in HIERDA

Monte Carlo simulation has so far been applied to the problem of generating HIERDA spectra and correctly accounting for features caused by multiple and plural scattering. While these influences affect the depth resolution of the technique [33, 69, 70], HIERDA also suffers from decreasing mass resolution for very heavy ions that is a consequence of the poor energy resolution of Si detectors for heavy ions [2, 45]. The Time of Flight–Energy (ToF-E) detection system described in Chapter 3 is dependent upon the energy signal for its elemental separation. This energy and mass resolution problem is further aggravated by energy calibration shifts associated with radiation damage of the Si detector [48, 106].

As a consequence, signal overlap can occur in cases where signals from recoils of similar atomic mass cannot be resolved. Mass-overlapped signals in HIERDA have been identified as a problem by several groups. Johnston et al. [45], Persson et al. [52], and Stannard [5], have published strategies for dealing with isotopic separation of overlapped elemental energy spectra. A particular class of problem involves the interference between the scattered beam signal and those of recoiled target atoms. If the sample contains elements of similar atomic mass to the beam ion, then the finite mass resolution of the detection system may result in their signals overlapping (see for example, the case of overlapping scattered Ag and recoiled In reported by Shrestha and Timmers [57]). This ambiguity makes data interpretation difficult [50, 52, 107, 108], but is a problem amenable to treatment using the Monte Carlo simulation developed in this work since the calculation of the scattered ion spectrum is a feature of the code.
In this chapter we present an example of the latter case in which a sample containing Ag is analysed using an I beam. The Ag and I are sufficiently close in mass that their output signals partially overlap in the Time vs. Energy plane and cannot be reliably separated. In the simulation, the scattered ion spectrum can be unambiguously separated from the recoil signal and is used to show an example of the error likely to occur if an attempt is made to graphically divide the experimental data.

### 7.1 Scattered Ion Spectra

Time-of-Flight/Energy detection was developed to overcome the mass-depth ambiguity inherent in recoil spectrometry. However energy detector resolution imposes a mass separation limitation significant for heavy atoms - particularly for recoil species heavier than the beam species where transferred energy decreases with increasing mass.

Recoil-projectile ambiguity remains in the context that the beam species may also be present in the sample. This is normally controlled by using a heavy beam species and exploiting the critical scattering angle for a heavy incident ion scattering from a lighter atom, ensuring that the detection angle lies beyond the critical angle. However, as was shown in Chapter 4, multiply scattered ions may still reach the detector, and particularly when analysing multi-elemental samples, it is not always possible to use a beam species heavier than, or different from, all species present in the sample. In some cases, it is possible to avoid the problem by exploiting the scattering kinematics to enhance the energy differential between species, or to increase the energy of detected particles thereby improving the resolution of the energy detector. In some facilities, the detection angle is also variable offering another degree of freedom. Different detection angles, higher incident energies and heavier analysing ions are not always available, so eliminating mass-overlapped signals is not always possible.
In the code, each atomic species is unambiguously identified, and beam ions are explicitly identified independently of the same species present in the sample. The contribution of scattered ions and recoils of the same species may be generated independently and summed for direct comparison with the overlapped experimental data. In the case of signal overlap between the scattered ion and a recoil species, MC simulation that includes the scattered ion spectra allows for the validation of the simulated recoil spectra by directly quantifying the contribution from the scattered ions.

All of the efficiency enhancements implemented in this code have been designed to retain all detected particles and to maintain the ability to generate the scattered ion spectra. Experimentally, these have been shown to contain valuable information in cases where the signals of very heavy recoils overlap [45]. These spectra are also important in cases where the scattered beam signal interferes with the signals of recoiled target atoms [57].

The inclusion of the scattered ion spectra comes at a cost in terms of processing time due to several factors. The ions themselves must be transported in the code, and some restrictions are placed on which variance reduction techniques can be employed. The MCERD code of Arstila [8, 9] exploited a number of techniques at the expense of the ability to generate the scattered ion spectra. The ‘forced interaction’ technique, achieved by artificially reducing impact parameters, takes advantage of the association between the small impact parameters required to produce recoils, and the low probability of these occurring randomly. The inclusion of the ion spectra requires a larger range of impact parameters to be allowed reducing the benefit that can be gained. The ‘secondary particle enhancement’ technique is further restricted in that it is necessary to maintain the correct ratios between recoil production and scattered ion yield. Since the publication of this work [91], MCERD has been modified and now includes simulation of the scattered ion spectrum [9].
7.2 Experimental Configuration and Sample Description

A sample containing Ag is analysed by an 82.5 MeV I beam in the experimental configuration described in detail in Chapter 3. The sample is a double layer of Ag with an intermediate amorphous hydrocarbon layer. The surface layer of Ag is 166 nm thick, the intermediate hydrocarbon layer is 50 nm, and the buried Ag layer is 165 nm. The layers are deposited on a Si substrate (see Figure 7.1)

![Diagram of sample structure](image)

**Figure 7.1** Sample consisting of double Ag layers with intermediate amorphous hydrocarbon layer, analysed with an 82.5 MeV $^{127}$I beam.

This sample is one of a set of double metal layer samples that have previously been used by Szilagy and co-workers to study the influence of multiple scattering on depth resolution in hydrogen profiling by ERDA [69, 70].

7.3 Results

Figure 7.2 shows the two dimensional Time of Flight versus Energy spectrum from a measurement of the double Ag layer sample, analysed with an 82.5 MeV $^{127}$I beam. The recoiled Ag and scattered I signals are prominent, although it is difficult to distinguish the two peak regions along each elemental arc corresponding to the two Ag layers. The signal intensity between these regions is only slightly lower than the peaks due to pronounced multiple scattering as a result of the high
cross sections for scattering of Ag and I in Ag, and the high energy transfer between particles of similar mass. The intermediate hydrocarbon layer is relatively thin and has a low total areal density so the tailing effects at its upper and lower interfaces overlap substantially almost obscuring the gap between the Ag layers.

Also visible in this plot are the signals from the Si substrate, some O contamination on the Si surface prior to layer deposition, and the C in the intermediate layer. The H signal from the intermediate layer cannot be seen due to the Energy pulse height gain and Time Delay settings chosen optimally for heavy element detection.

**Figure 7.2** Time of Flight vs Energy histogram of the Ag/a-CH/Ag/Si sample measured using an 82.5 MeV I beam showing the overlapping Scattered I and Recoiled Ag signals.
7.4 Discussion

The scattered I signal overlaps the recoiled Ag signal making it difficult or impossible to separate the data into elemental subsets for generating the individual Time of Flight projections. An attempt to do so will result in the loss of some counts which should have been included in each projection, and/or the inclusion of counts belonging to the profile of a different element. Therefore the absolute yield in each extracted profile could not be considered to accurately represent the sample.

The Monte Carlo simulation can be used to overcome this problem. The simulated data can be precisely separated to yield the two profiles, and the correlation with experimental output can be validated against the sum of the two spectra. The subset of data containing these two sets of points (see Figure 7.3) is cut from the Time vs Energy plane and projected to the Time of Flight axis. The two corresponding simulated spectra are superimposed into a single projection to be compared with the experimental data.

![Figure 7.3](image.png)

**Figure 7.3** The 2-dimensional Time of Flight versus Energy histogram for the Ag double layer sample showing the geometrical cut of the combined I and Ag signals.
The results of this procedure are shown in Figure 7.4 displaying excellent agreement. This indicates that the sample specification in the model is representative of the real sample. This would not be the case if an attempt had been made to match the individual profiles using inaccurately separated experimental data.

An attempt to separate the recoiled Ag and scattered I spectra and compare them with the simulation is shown in Figure 7.5. The simulation appears to underestimate the Ag yield in the 65-85 ns region, and to overestimate the I yield in the 75-90 ns region. However, the excellent agreement between the experimental and simulated data in the combined spectrum (Figure 7.4) indicates that the error is in the process of separating the overlapped experimental contributions.

**Figure 7.4** The Time of Flight projection of the scattered I and recoiled Ag signals, extracted as a single combined subset of the ToF-E histogram, compared with MC simulated spectrum.
Figure 7.5 Time projections for the (a) Scattered I and (b) Recoiled Ag signals compared with MC simulation. The apparent discrepancies in the 70-85 ns region are due to the impossibility of separating the individual signals in the experimental data.

If the comparison of the combined spectrum had not been made, then the discrepancies seen in Figure 7.5 could lead to the adjustment of the sample description in the model to obtain a better match. This process would result in an incorrect description of the experimental sample.
It is also possible that a satisfactory match might not be achievable in a situation such as this. In an attempt to increase the recoiled Ag yield in the 70 – 80 ns range corresponding to the hydrocarbon layer, a Ag component might be assumed or some other density increase introduced. Either of these would be likely to increase the scattered I yield in that region contrary to the decrease required by the over-estimation apparent in Figure 7.5 (a).

In this example, the region of the Ag spectrum in question is entirely generated by multiple and plural scattered atoms, as there is no Ag in the intermediate layer. The counts here are due to the overlap of the tailing features from the two layers. Consequently it would be extremely difficult, if not impossible to correctly match this region using a simulation technique that did not include these effects.

The scattered I spectrum can also be shown to be heavily influenced by plural scattering. The regions corresponding to the two layer peaks are poorly resolved. Using the technique described in Chapter 6 for the breakdown of plural scattering contributions to spectra, we can see that more than 60 % of the counts in the I spectrum, and over 40 % of the Ag counts have been significantly scattered more than once (Figure 7.6).
Figure 7.6 MC simulated Time spectra showing plural scattering contributions to spectral shape from ions having 1, 2, ..., 5 scattering events for (a) scattered 82.5 MeV I ions and (b) recoiled Ag atoms.
7.5 Conclusion

Overlapping signals in the output spectra of HIERDA experiments can make accurate data interpretation difficult because the contributions from atoms of different species cannot be experimentally separated. This can lead to an incorrect sample description during the process of simulation and matching. Problems of this type are amenable to treatment using Monte Carlo simulation. In cases where one of the interfering signals is that of the scattered incident ions, it is necessary that the simulation of the ion spectrum is included in the code. The signals from individual atomic species can be explicitly separated in the simulation and this allows individual elemental profiles to be generated even when they cannot be distinguished experimentally.

An example has been presented in which the scattered ion signal and a recoil target species signal overlapped. Using the Monte Carlo code, the individual profiles were calculated, and a procedure presented for validating the simulation results by spectrum matching against the summed spectra of the overlapped signals. The error likely to occur if the spectra were matched using incorrectly separated experimental profiles was also shown.

In the following chapter, we consider another experimental ion beam problem in which large angle scattering of incident ions is responsible for dominant features in output spectra. Once again, Monte Carlo simulation and its explicit modelling of individual interactions allows for the analysis of individual ion contributions. In this case, the viability of nano-aperture masking of a focused ion beam will be tested and optimised prior to experimental investigation of its applicability to Ion Beam Lithography.
Chapter 8

Ion Transmission through Nano-Apertures

The formation of a very small beam spot by collimating a focused ion beam with a nano-aperture mask is a problem made complex by large angle scattering. The effectiveness of aperture collimation is limited by ion scattering and straggling in the walls and near-aperture region of the mask. Transmitted ions will have altered direction and energy if their passage through the aperture included scattering interactions in the mask material. The net effect will be a beam broadening at the aperture exit analogous to the penumbra seen in radiotherapy and optical collimation of non-point sources. In this chapter, Monte Carlo simulation is used to conduct a feasibility study for the proposed use of apertures for ion beam localisation for an ion beam lithography application. The results are relevant to a wider range of ion beam applications involving nanometre beams.

8.1 Introduction

Ions and the energy they impart to a target can be manipulated to modify materials in a controlled way. Nano-fabrication refers to the manufacture of three-dimensional structures on the sub-micron scale (see the review by Watt et. al for examples [109]). Focused ion beams have been employed in nano-machining – the shaping of material by ablation or ‘sputtering’ of surfaces by low energy ions (see review article by Reyntjens and Puers [110]). A process known as ‘Ion Beam Lithography’ (IBL) exploits the damage track induced by the passage of penetrating ions to render the damaged material susceptible to chemical etching. A notable example is the fabrication of photonic devices by proton beam writing at the National University of Singapore [111-114]. An attractive feature of
ion beam technologies for sub-100 nm lithography is the absence of a fundamental diffraction limit as in optical lithographic techniques. Another established technique, Electron Beam Lithography (EBL), is limited by pronounced broadening of the electron beam with depth due to electron scattering in the sample. This makes EBL unsuitable for the production of high aspect ratio structures.

Current work by Alves and co-workers [115, 116] seeks to approach the lower spatial limits of the IBL technique by etching single ion damage tracks, the dimensions of which are in the order of 20 nm. Small numbers of co-located or closely spaced ion tracks are also being considered. High energy (E > 1 MeV/amu) ions are used as they evenly deposit energy over a long range in a straight damage path. Etching the latent damage tracks allows the creation of high aspect ratio structures with a resolution potentially in the order of 10 nm by tailoring the dose threshold in the etching process [115]. High precision placement of these ions is necessary. One potential technique to enable this is the use of a nano-aperture mask.

Schenkel et. al. have described some success with the use of nano-apertures for the localisation of single low energy (10 – 15 keV) \(^{31}\text{P}\) ions implanted into Si. Arrays of \(^{31}\text{P}\) in Si with spacing in the order of 100 nm at an accuracy of +/- 10 nm, have been described as a suitable candidate [117] in the development of a solid state quantum computer based upon the spin states of single atoms in the model proposed by Kane [118]. Interactions with the aperture walls are inferred from charge exchange measurements of transmitted ions, but they have not studied the associated momentum transfer and angular distributions that will influence the final rest positions of the ions within the substrate. The effectiveness of an aperture mask is less certain for high energy ions required for applications such as that of Alves.

There are two main methods for the precision delivery of ions to sub-100 nm resolution: focusing by means of electric or magnetic lenses or by collimation with apertures. For MeV ions, focusing is generally preferred because of the difficulty of making the required high aspect ratio nano-
apertures in a mask that is otherwise opaque to the beam. However, focusing ions to sub-100 nm beam spots entails considerable technical complexity [115] and substantial investment in necessary hardware. Sub-100 nm focusing has only been achieved in one laboratory [119], and is not generally reproducible. With the advent of methods for making sub-100 nm high aspect ratio apertures [116, 120-122], this collimation approach is increasingly attractive.

Ion scattering and straggling through the walls of the aperture and the fact that all materials are partially transparent to MeV ions will limit the spatial resolution for the delivery of ions regardless of the diameter of the aperture itself. The magnitude of beam-spread beyond the aperture, and the effect on the energy distribution of transmitted ions can be modelled with Monte Carlo ion transport simulation, which this work has shown to be a useful technique for studying problems in which individual ion histories are important.

The ions of primary interest are the fraction which are not transmitted directly through the aperture, but have a trajectory that intersects the aperture wall, or are incident upon the mask near the aperture and subsequently scatter into the aperture so that they are transmitted through the mask albeit with altered direction and reduced energy.

8.2 Monte Carlo Simulation of Nano-Aperture Collimation

The Monte Carlo simulation code for modelling the passage of ions through a nano-aperture mask, is based upon the code described in detail in Chapter 4 of this thesis. Modifications were made to allow the geometry of the mask to be represented, as the original TRIM code and HIERDA adapted code assume the sample to be laterally homogeneous. These changes are described below. Most of the efficiency enhancements described in Chapter 5 are not used as they are specific to the HIERDA simulation and are not applicable to transmission experiments and inhomogeneous samples.
8.2.1 Ion Transport Modelling Changes

The original code modelled ion transport in a 2-Dimensional projection for efficiency reasons. The present code models the ion transport in 3-D which is required to correctly model all possible individual ion paths that intersect the aperture.

The direction cosine transformations for calculation of scattered particle trajectories are as described by Peplow [123] for efficiency, as no coordinate system transformations are required. For a particle with an initial unit direction vector \( \Omega = [u, v, w] \), scattered through a polar angle \( \theta \) and an azimuthal angle \( \phi \), the new direction is given by:

\[
\begin{align*}
\begin{bmatrix}
  u' \\
v' \\
w'
\end{bmatrix} &= 
\begin{bmatrix}
  u \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{u \cdot w}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot \frac{-v}{\sqrt{1 - w^2}} \\
v \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{v \cdot w}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot \frac{-u}{\sqrt{1 - w^2}} \\
w \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{w^2 - 1}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot 0
\end{bmatrix} \\
&= \Omega \cdot \begin{bmatrix}
  u \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{u \cdot w}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot \frac{-v}{\sqrt{1 - w^2}} \\
v \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{v \cdot w}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot \frac{-u}{\sqrt{1 - w^2}} \\
w \cdot \cos(\theta) + \cos(\phi) \cdot \sin(\theta) \cdot \frac{w^2 - 1}{\sqrt{1 - w^2}} + \sin(\phi) \cdot \sin(\theta) \cdot 0
\end{bmatrix}
\end{align*}
\]

and in the particular case where \( |w| \approx 1 \) i.e. the direction vector is approximately parallel to the dependent coordinate axis (in this case the transverse or Z axis),

\[
\begin{align*}
\begin{bmatrix}
  u' \\
v' \\
w'
\end{bmatrix} &= 
\begin{bmatrix}
  \sin(\theta) \cdot \cos(\phi) \\
  \sin(\theta) \cdot \sin(\phi) \\
  w \cdot \cos(\theta)
\end{bmatrix}
\end{align*}
\]

As the sample is not laterally homogeneous, ion positions relative to the aperture central axis are tracked explicitly. Incident ions may be made incident at any point relative to the aperture. Position coordinates are recorded for transmitted ions together with direction cosines and energy.
8.2.2 Geometry

The mask is modelled as one or more planar layers, with a cylindrical void to represent the aperture. Ions that enter the aperture are transported, without electronic energy loss or nuclear scattering, to the point at which the trajectory again intersects with the aperture wall or is transmitted beyond the back surface of the mask. The points of intersection of the trajectory and the aperture wall are determined by equating and solving the parametric equations for a cylinder and a line of any free flight segment which enters the aperture.

8.2.3 Finite Source Definition – The Beam Spot

The ions of interest are those which do not simply pass unimpeded through the aperture, but have a trajectory that intersects the aperture wall, or are incident upon the mask near the aperture and subsequently scatter into the aperture and are transmitted through the mask. Thus it is important to model a realistic ion beam spot size and distribution.

In the original TRIM code, incident ions were modelled as an infinitesimal beam spot. The present code allows the finite size of the beam spot over the mask to be specified as an input parameter. The beam flux profile may be specified as Uniform, to approximate the local flatness in the centre of the beam, or as Gaussian. A Gaussian beam profile is parameterised by the standard deviation, \( \sigma \), where

\[
\sigma = \frac{\text{FWHM}}{2\sqrt{2\ln(2)}} \approx \frac{\text{FWHM}}{2.3548}
\]

for the Normal distribution, and FWHM is the Full Width at Half Maximum for the beam being modelled. The full extent of the beam diameter is 12 standard deviations.

The simulated ion beam can be offset from the central axis of the aperture, and ions can be initiated with incident angles consistent with the ion beam that delivers the ions to the mask. In this way, issues related to the alignment of the aperture with the beam can be investigated. Alignment is an
important experimental issue for the high aspect ratio apertures required to ensure the mask is opaque to high energy ions.

### 8.3 Experimental Configuration

Nano-scale apertures have been drilled by Focused Ion Beam systems in silicon cantilevers. Similar masks have been used by Luthi et al. [124] for nano-stencil deposition, and by Schenkel et al. [125] for low energy single ion doping. These structures are attractive for use as a nano-stencil due to the potential for sub-1 nm control of the position of the aperture in the cantilever above the substrate as well as precision mapping of location markers on the substrate by Scanning Probe Microscopy. Scanning electron microscopy (SEM) images of apertures in silicon cantilevers [124, 126] show a radius of the order of 100-200 nm can be achieved. We therefore apply our model to high-aspect ratio apertures in Si masks.

The mask is modelled as a uniform Si layer with a 100 nm radius cylindrical aperture through a layer whose thickness is typically 10 – 30 µm, chosen to be approximately twice the range of the incident ions used in each case. Thus these collimating apertures have a high aspect ratio - in the order of 1:100. The MC simulation is applied to various ion-energy combinations and aperture sizes to demonstrate their effects on the transmission spectra. In practice, the ion beam is delivered onto the mask by a focused ion beam system, such as a nuclear microprobe, where the beam spot will be much larger than the aperture. For these simulations the beam is modelled with a radius of 1 µm. To obtain insights into the influence of ion energy, mass and range, simulations have been run for 2 MeV and 4 MeV He ions, which have been investigated by Alves for ion beam lithography, and for 8 MeV F and 71 MeV Cu ions which have been considered as candidates for single ion lithography [116, 127].
8.4 Results and Discussion

In each simulation, $10^7$ incident ions were modelled, except for 71 MeV Cu which used $10^6$ ions due to the much longer simulation times associated with high energy heavy ions. The ion beam was modelled as a 1 µm beam spot, comparable to those readily available experimentally. For each transmitted ion, the simulation calculates the energy, position and direction cosines at the point of exit from the mask. The effectiveness of the collimator may be characterised by these parameters. The spatial map or radial plot of ions emerging from the back of the mask indicates the frequency and spread of those ions which penetrate some portion of the mask in the lower region of the aperture. The angular distribution is relevant as it describes the extent to which the effective collimated beam spot size will be amplified by projection from the back of the mask to the target surface. The energy distribution describes the efficacy of transmitted ions for energy deposition in the target.

8.4.1 Effectiveness of Collimation

Figure 8.1 shows the results of simulations of 2 MeV He (Figure 8.1 (a)), 8 MeV F (Figure 8.1 (b)), and 71 MeV Cu (Figure 8.1 (c)) through a 100 nm radius aperture. The spatial distribution and mean energy of transmitted ions are shown as a function of radial distance from the centre of the aperture. The distribution of transmission angles from the sample normal is also shown.

8.4.2 Spatial Resolution

The spatial distributions (the solid lines in Figure 8.1 (a, b and c (ii)) display very steep sided features corresponding to the edges of the aperture, and show this aperture to be highly effective for each ion-energy combination modelled. There is some tailing extending out to approximately 4 aperture radii, although the intensity reduces to less than 0.5 % beyond 2 radii and below 0.07 % at 4 radii, in all three cases. Some statistical noise is evident near the centre of the intensity
distributions due to the reducing area of the evenly spaced radial bins, and is more pronounced for the 71 MeV Cu due to the fewer ion histories processed.

Figure 8.1 Transmission of (a)(i,ii) 2 MeV He, (b)(i,ii) 8 MeV F and (c)(i,ii) 71 MeV Cu through a 100nm radius nano-aperture.

To parameterise these distributions and the effectiveness of the collimation, the following quantities are defined: the percentage of transmitted ions which exit the aperture while retaining their full energy is denoted by $T$. Of all transmitted ions, a fraction, $S_{\text{out}}$, are scattered out of the aperture, and $S_{\text{in}}$ are scattered in to the aperture spot with reduced energy. The mean energy of these inwardly scattered ions is $\bar{E}_{\text{in}}$. For single ion applications, the radial intensity, direction, and energy plots are interpreted as probability distributions. The quantity $T$ is the probability that a transmitted ion will be an ideal outcome i.e. transmitted unimpeded through the aperture to the
target. \( S_{\text{out}} \) is the probability that a transmitted ion will be outside the intended area; \( S_{\text{in}} \) that it will be in the intended area but deficient in energy; and \( \bar{E}_{\text{in}} \) the expected energy for these latter ions. Table 8.1 summarises these quantities for each ion-energy system.

**Table 8.1** Distribution parameters for several ion-energy systems: percentage of ions transmitted with full energy, \( T \), percentage of transmitted ions scattered out of the aperture, \( S_{\text{out}} \), scattered into the aperture, \( S_{\text{in}} \), and the mean energy of the latter ions, \( \bar{E}_{\text{in}} \).

<table>
<thead>
<tr>
<th>Ion / Energy</th>
<th>Aperture Radius (nm)</th>
<th>( T ) (%)</th>
<th>( S_{\text{out}} ) (%)</th>
<th>( S_{\text{in}} ) (%)</th>
<th>( \bar{E}_{\text{in}} ) (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He 2 MeV</td>
<td>100</td>
<td>86.4</td>
<td>3.51</td>
<td>10.1</td>
<td>0.99</td>
</tr>
<tr>
<td>F 8 MeV</td>
<td>100</td>
<td>82.2</td>
<td>4.54</td>
<td>13.2</td>
<td>3.24</td>
</tr>
<tr>
<td>Cu 71 MeV</td>
<td>100</td>
<td>90.3</td>
<td>2.15</td>
<td>7.59</td>
<td>31.6</td>
</tr>
<tr>
<td>He 2 MeV</td>
<td>40</td>
<td>92.8</td>
<td>2.42</td>
<td>4.79</td>
<td>1.02</td>
</tr>
<tr>
<td>He 4 MeV</td>
<td>100</td>
<td>89.8</td>
<td>3.16</td>
<td>7.00</td>
<td>2.11</td>
</tr>
</tbody>
</table>

For a 1 \( \mu \text{m} \) radius ion beam centred on a 100 nm radius aperture (1% of the beam area), the total percentage of ions transmitted is 1.15 %, 1.22 % and 1.09 % for He, F and Cu respectively. These numbers are greater than 1 % indicating the small degree to which ions scattering in the walls of the aperture are transmitted. Of the transmitted ions, 82 – 90 % will be at full energy within the spot, with 71 MeV Cu having the highest result; 2.2 – 4.5 % will be outside the spot; 7.6 – 13.2 % inside the spot with a reduced mean energy of 40 – 50 % of the incident energy. In each case, the 71 MeV Cu featured the result most consistent with effective collimation of energetic ions, with the exception of the slightly greater fractional energy loss than the 2 MeV He. The 8 MeV F exhibited the least effective collimation in each case.
A comparison between He at 2 MeV and at 4 MeV shows that all four parameters listed in Table 8.1 are more favourable for the higher energy ions. The greater potential for mask penetration is offset by the reduced scattering cross sections in the case where the mask thickness is made twice the range of the ions.

### 8.4.3 Angular Resolution

From the angular distribution data in Figure 8.1 (a, b and c)(i), it is evident that the great majority of ions are transmitted along the axis of the beam. A log scale is used to show the tailing. 91 % of He and F ions, and 96 % of Cu ions will emerge within ± 2˚ (the values in column $T$ of Table 8.1 specify the fraction with no deflection at all). The angular range containing 99 % of transmitted ions is ± 14˚, ± 22˚, and ± 9˚ for He, F, and Cu respectively. While the distributions are very similar to each other, scattering of 8 MeV F in the mask results in the greatest distribution of exit angles and so is once again the least effectively collimated.

### 8.4.4 Energy Resolution

The energy distributions show the mean energy per transmitted ion as a function of position. The average ion energy for those transmitted in the beam spot is lower than the beam energy due to the effect of ions scattered into the spot with reduced energy. For multiple ion applications, this will influence the control of the total dose deposited into the target.

The conspicuous features of the energy distributions are the few high energy counts far from the aperture. These are single ion strikes following large angle scattering in the mask. While these are the counts that contribute the greatest deviations from the intended location of the ions, they are extremely rare events. Of the $10^7$ incident 2 MeV He ions, there are 79 beyond the tailing region at four aperture radii with $E > 100$ keV; compared to 111,481 within the aperture radius, i.e. only 0.07 % of the transmitted ions. The energy tailing is more pronounced for the He, than for F and Cu which are comparable, although the single ion strikes are more significant for the high energy Cu.
8.4.5 Aperture Size Considerations

The influence of scattering on effectiveness of collimation using apertures is expected to worsen for smaller apertures. To test this, a 40 nm aperture is compared to a 100 nm aperture for collimation of 2 MeV He ions. The results are plotted in Figure 8.2.

![Figure 8.2](image)

**Figure 8.2** Transmission of 2 MeV He ions through (a) 40nm and (b) 100nm radii nano-apertures

The spatial resolution remains excellent, and the energy spread is comparable in the two models, although slightly wider for the larger aperture, this represents a substantially wider spread relative to the aperture size. The single ion scattering effect is somewhat more pronounced for smaller apertures, with individual ion variations being more conspicuous within the tailing continuum. Individual ion strikes of significant energy occur much farther from the aperture for the larger aperture. For the 40 nm aperture, the number of counts outside four radii and $E >100$ keV is 59 compared to 16,596 counts within the spot, i.e. 0.36 %. This is approximately 5 times greater than for the 100 nm case (0.07 %). However the parameters listed in Table 8.1 show that the smallest aperture is the most effective, providing the greatest probability of obtaining full energy ions within
the collimated beam spot (T = 93 %), the lowest probability of scattered ions within the spot (S_{in}= 4.8 %), and a low probability of ions outside the spot (S_{out}= 2.4 %).

### 8.4.6 Alignment of Beam to Aperture

Alignment of the beam with the aperture in the mask is critical to its performance as a collimator. It is expected to be difficult to achieve perfect alignment experimentally due to the high aspect ratio of the apertures. The proposed technique involves ‘rocking’ the sample within the beam until the energy of the transmitted signal is a maximum. Ions which transit a small portion of the mask before or after passing through the aperture (see path A in Figure 8.3) will have reduced energy. Ions which enter the aperture at an angle to the normal and scatter (path B in Figure 8.3) are expected to undergo more significant energy loss.

**Figure 8.3** Transmission of ions through an aperture for a misaligned beam, showing (A) ions with reduced energy due to electronic energy loss traversing the mask material, (B) scattered transmitted ions, and (C) the mask closure angle, \( \theta_c \), at which the path length through the material (\( P_1 + P_2 \)) equals the ion range.
Figure 8.4 illustrates the transmission distribution for 2 MeV He at three different incident angles. The mask ‘closure angle’, $\theta_c$, is chosen as a characteristic angle of the system. This is the angle at which the path length through the mask at the edges of the aperture becomes equal to the ion range (see Path C in Figure 8.3). Plots corresponding to ions of normal incidence and half $\theta_c$ are also presented. The range of 2 MeV He in Si is estimated to be 7.27 $\mu$m (calculated using SRIM 2006 [30]). As the mask is intended to be twice the range thickness, it has been modelled as 15 $\mu$m thick. The closure angle for this system is approximately 1.5°.

**Figure 8.4** Transmission of 2 MeV He ions through a nano-aperture of 100nm radius at 3 incident angles (a) normal (b) $\theta_c/2$ and (c) $\theta_c$ (see text).
Notice that the mean transmitted ion energy is lower in and around the spot for the half-closure angle, $\theta_c/2$, than for the full closure angle, $\theta_c$. In the half closed case, there will be a significant contribution from directly transmitted ions that have penetrated a thickness of Si shorter than their range, and have suffered the corresponding energy loss. In the closed case, no ions will be directly transmitted. All transmitted ions must have had a scattered path that incorporates a substantial passage through the void of the aperture. The scattering will reduce the ion energy but the aperture passage will be free of electronic stopping. The resulting transmission energy spectrum is not reduced in the spatial averaging by a large number of low energy directly transmitted ions, as occurs in the half closed case.

The simulations in Figure 8.4 show the skewing of the transmission spot, and the broadening of the scattered distributions illustrates the importance of the alignment between the beam and aperture axis. The reduction of the peak energy at greater angles verifies the experimental alignment technique of tilting the sample until the energy peak is a maximum.

The above results provide confidence that collimation of ion beams using small high aspect ratio apertures will be very effective for the aperture sizes considered in this simulation study. The resolution is not likely to be prohibitively restricted by scattering induced spread.

### 8.5 Experimental Trial

A preliminary experimental trial was conducted by Taylor et al. [126] to validate the use of a nano-aperture for beam collimation, and results compared with simulations similar to those described above. The experimental apparatus and procedure is described in detail in [126], and is briefly summarised here.

Apertures were machined in a 10 $\mu$m thick Si AFM cantilever using a focused ion beam of keV Ga ions. The mask was positioned over a polymethyl methacrylate (PMMA) coated PIN photodiode
acting as an active substrate detector for ion counting and energy response via ion beam induced current (IBIC) measurements during irradiation. The PMMA coating allows AFM imaging of the surface after etching to examine the extent of lateral spread of the ions. The apertures were irradiated with a 1 μm beam spot of He at 1.5 MeV to ensure that the mask thickness of 10 μm was approximately twice the ion range, which is 5.26 μm for 1.5 MeV He in Si.

SEM images of the apertures (see Figure 8.5) showed them to be conical with diameters of approximately 1.2 μm at the irradiated surface tapering to approximately 200 nm. The two apertures labelled (i) and (ii) in Figure 8.5 are considered here. The energy spectrum of transmitted ions is shown in Figure 8.6 together with intensity plots for five energy sub-regions. Region (e) shows that the full energy peak is partially associated with transmission through the apertures and partly with background. The latter are ions that pass outside the cantilever edges, as the detector is much broader than the cantilever, and are recorded at all positions of the mask. Slit scattered ions also contribute to the background in region (b). Regions (c) and (d) show that more high energy ions were transmitted through the upper aperture than the lower aperture.
Figure 8.5 SEM images of upper and lower surfaces of the FIB drilled cantilever indicating apertures (i) and (ii).

Figure 8.6 Energy spectrum (top) of transmitted ions for the two apertures labelled in Figure 8.5, and intensity maps (bottom) for the five energy sub-ranges (a)-(e) shown.
Figure 8.7 Mean energy of transmitted ions for the two apertures labelled in Figure 8.5 (left) and an alternative three aperture group (right). The colour palette is energy in MeV.

Figure 8.8 Energy spectrum of transmitted ions for the two apertures labelled in Figure 8.5: (a) is background, (b) is the upper hole of Figure 8.7, and (c) is the lower.

The mean energy of transmitted ions is shown in Figure 8.7. Individual spectra for geographical sub-regions are shown in Figure 8.8, corresponding to the two collimated beam spot regions and the remaining background.

The mean energy plot in Figure 8.7 displays the skewness predicted by the MC simulation for misaligned apertures as shown in Figure 8.4. This indicates that the apertures were not correctly
aligned with the beam during irradiation. Later AFM imaging of the PMMA surface after etching showed the exposed spots to be triangular [126] indicating that the apertures were probably not drilled normal to the surface of the Si cantilever.

The intensity plots of Figure 8.6 show that a larger number of ions were transmitted through the upper hole than the lower. There are more counts in energy windows (c) and (d), and similar numbers in the other windows. This can also be seen as the net integral across the spectrum in the individual spectra of Figure 8.8. This intensity difference shows that the upper hole is better aligned than the lower hole. The individual spot spectra shown in Figure 8.8 show that the mean energy of transmitted ions within the spot is somewhat below the incident ion energy due to scattered ions, as predicted in the simulations. Of particular interest, Figure 8.8 also shows that the ions transmitted through the lower, poorer aligned hole are distributed around a higher mean energy than those of the upper, better aligned hole. This is also accurately predicted by the simulation. As discussed in section 8.4.6 above, this is because at angles in the order of the closure angle, transmitted ions must have been scattered with a significant portion of their path lying within the aperture void.

### 8.6 Conclusion

Monte Carlo simulation has been used to examine the feasibility of using nano-scale apertures in Si cantilevers to collimate MeV ions for applications requiring small beam spot resolution. Intensity, energy, and angular distributions were calculated to quantify the degree to which scattering within the mask would limit the spatial resolution achievable.

The distributions for several ion-energy combinations were shown to be very similar, suggesting that systems may be scaleable for appropriate choices of ion, energy, aperture size and mask thickness. The intensity, energy and angular distributions show that the masking process works well – it is the diameter of the nano-aperture that determines the resolution obtainable. The steep
intensity gradients at the aperture edge coupled with sharp energy reduction are the desired features for applications such as ion beam lithography. Exploitation of these characteristics enables tailoring of lithographic processes where there exists a threshold damage density below which etching does not occur.

Single ion applications would benefit from a high probability of obtaining a full energy ion within the desired location, and low probability of a scattered ion with low energy or undesired location. High energy ion transmissions more than a few aperture radii from the spot are extremely rare. Heavier ions at higher energies exhibited more effective collimation for a given aperture size. However, there is still a probability in the order of 10% of a transmitted ion not being correctly collimated.

For He ions, the probability of obtaining full energy ions within the spot increases for smaller apertures, and can also be improved by using a higher incident energy. The lower absolute energy of transmitted He ions scattered outside the aperture allows the lithographic etching process to be more easily tailored to be insensitive to the energy deposited by them. For the ion beam lithography work of Alves and co-workers, the imperfect collimation probability of 10% for heavy ions is unacceptable. The sharper edge of the energy deposition profile together with greater dose differential achievable with larger numbers of light ions, makes this option more attractive. Based upon the results of this simulation study, Alves is pursuing the use of nano-aperture collimated He ion beams in preference to single high energy heavy ions.

Key qualitative predictions of the simulation have been confirmed in preliminary measurements including evidence of misalignment of the aperture with the beam in the trial measurements. Future work will employ the sample rocking technique, or the beam rocking technique described in [128-130] for beam-aperture alignment.
Chapter 9

Conclusion

The aim of this work was to investigate the effects of large angle scattering in Heavy Ion Elastic Recoil Detection Analysis, and in collimation of ion beams using a nano-aperture mask. Large angle plural scattering was shown to be a significant problem in the analysis of HIERDA spectra. The effects are generally more pronounced than in other IBA techniques due to the high scattering cross sections associated with heavy ions. As a consequence, the output data are difficult to interpret. The use of nano-scale apertures for collimating ion beams to very small spot sizes, is of contemporary interest to ion beam users, in the fields of materials analysis, materials modification and device construction. Ion scattering in the nano-aperture mask plays a major role in the effectiveness of the mask, ultimately limiting the resolution obtainable for a given aperture. This work has provided insights into these processes, and described techniques for quantifying their contributions to experimental results.

Monte Carlo ion transport simulation has been shown to be a useful tool for studying systems in which individual events are significant, and the events are governed by stochastic processes. Large angle scattering of energetic ions in matter is such a problem. A Monte Carlo ion transport simulation code has been adapted to the two problems described above in order to: (i) study and quantify the effects observed in experimental HIERDA results, and (ii) to aid in the experimental design of nano-aperture masking systems and guide the research direction regarding the choice of ion beam system used.
The Monte Carlo simulation was shown to satisfactorily reproduce the fundamental spectral shape of the measured spectra for several samples analysed by HIERDA. Features that can be attributed to multiple and plural scattering are very well reproduced. Some discrepancies exist relating to the deficiency of existing heavy ion stopping data, but these can be satisfactorily compensated for in the simulation process. Thus the simulation can be considered a valid method of studying these effects, in a way that cannot be achieved by conventional analytical techniques.

The computational cost associated with Monte Carlo simulation of the extremely large number of interactions involved in these problems is enormous. Several efficiency enhancement strategies have been developed and described which have enabled the simulation times to be reduced by two to three orders of magnitude for the systems studied here. The reduction in processing time exhibits a strong dependence on the beam–sample system modelled.

Using the Monte Carlo code, it has been shown that the contribution of plural scattering to output spectra can be identified and sub-divided on the basis of the number and magnitude of the scattering events occurring in the individual ion histories. This requires a user defined parameter to distinguish ‘large angle scattering’ from ‘small angle scattering’ which is somewhat arbitrary given that there is no sharp distinction between the two concepts. The complex features in the HIERDA spectra have been shown to be the result of large angle plural scattering, and that if not properly accounted for may lead to inaccurate interpretation of results.

The simulation has been applied to the interpretation of experimental data suffering from mass-overlapped signals. This is an important problem which has been identified by several authors in published work. It has been shown that the individual elemental spectra can be unambiguously separated in the simulated output, which can in turn be directly compared to the un-separated experimental data for interpretation.
The effectiveness of nano-aperture collimation was studied for a variety of ion-energy combinations. Intensity, energy, and angular distributions of transmitted ions were calculated to quantify the degree to which scattering within the mask limits the spatial resolution achievable. Aperture size and ion energy effects were also considered. The simulation was used to predict the effect of misaligning the aperture and the beam, and the result has subsequently been observed experimentally.

Transmitted ion distributions showed that while the higher energy heavier ions studied are more effectively collimated than lower energy lighter ions, there is still a significant probability of transmission of heavy ions with substantial residual energy, beyond the perimeter of the aperture. For the intended application, ion beam lithography, these ions may be problematic if the local dose surrounding the single ion track exceeds the clearing dose for the resist. The etching process can be tailored to be insensitive to the lower energy deposition rate of the He ions. The results indicate that medium energy He ions are the more attractive option, as the residual energy of scattered transmitted ions can be more readily managed by customising the etching process. Continuing research in this area is proceeding in this direction as a result of the conclusions from this work.

### 9.1 Future Considerations

The future application of Monte Carlo simulation to investigations of heavy ion scattering problems continues to be limited in part by the deficiencies in the current collections of measured heavy ion stopping powers. Large discrepancies exist between stopping powers estimated using various predictors and those observed experimentally. Significantly more study is required in these areas to reduce the uncertainty associated with the parameters which must be incorporated into MC simulation codes. The suitability of the ZBL universal interatomic potential [17] to describe high energy heavy ion scattering in HIERDA is yet to be fully tested. An alternative potential function, applicable to a more limited range of conditions relevant to applications such as HIERDA, may be more appropriate.
The application of MC simulation to routine interpretation of experimental data is an obvious future goal. To be practical, simulation times must be reduced to something approaching the experimental measurement times – perhaps in the order of 15 minutes. This will require evolutionary increases in computing power, combined with further efficiency enhancement techniques. The latter will likely involve excluding very low probability, highly convoluted plural scatter paths which have been included in this work but whose contributions to sample analysis could be safely neglected. An example is the strategy of forcing scattering events to be in the direction of the detector, and this is the basis of the MCERD simulation code of Arstila [8].

The ion beam lithography work of Alves [116] is continuing, with attention being focused on the use of He ion beams rather than single heavy ions, as a direct result of findings of the simulation work discussed in this thesis. Future simulation development will incorporate a more realistic conical shape for the apertures modelled in recognition of the tapered walls typical of nano-scale holes machined by focused in beam drilling.
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Appendix A

Publications Arising From This Work